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#### Abstract

Measurements allow efficient preparation of interesting quantum many-body states with longrange entanglement, conditioned on additional transformations based on measurement outcomes. Here, we demonstrate that the so-called conformal quantum critical points (CQCP) can be obtained by performing general single-site measurements in an appropriate basis on the cluster states in $d \geq 2$. The equal-time correlators of the said states are described by correlation functions of certain $d$-dimensional classical model at finite temperatures, and feature spatial conformal invariance. This establishes an exact correspondence between the measurement-prepared critical states and conformal field theories of a range of critical spin models, including familiar Ising models and gauge theories. Furthermore, by mapping the long-range entanglement structure of measured quantum states into the correlations of the corresponding thermal spin model, we rigorously establish the stability condition of the long-range entanglement in the measurement-prepared quantum states deviating from the ideal setting. Most importantly, we describe protocols to decode the resulting quantum phases and transitions without post-selection, thus transferring the exponential measurement complexity to a polynomial classical computation. Therefore, our findings suggest a novel mechanism in which a quantum critical wavefunction emerges, providing new practical ways to study quantum phases and conformal quantum critical points.


## I. INTRODUCTION

Recently, the perplexing and exciting effects of measurements on the evolution of quantum many-body states are attracting growing interest from both the condensed matter and quantum information communities. There are two branches of studies. In the first branch, one focuses on how quantum entanglement propagates and builds up under random measurements and unitary dynamics. Initiated by the discovery of the transition in the entanglement structure under random measurements and circuit evolution [1-3], there has been extensive work in this direction [4-17]. In the second branch, one focuses on systematic measurements in a static situation, preparing quantum states by performing measurements on a subsystem of a so-called resource state, which is related to the measurement-based quantum computation (MBQC). Remarkably, various families of quantum states with long range entanglement, such as Greenberger-HorneZeilinger (GHZ) state or those with certain topological and fracton orders among others [18-28] can be prepared through measurements on cluster states.

Practically, many of the measurement-based state preparation require a precise control of the measured operators. In addition, classical data processing and quantum feedback based on the measurement outcomes are necessary to transform the resulting quantum state into the desired one. For instance, to generate the GHZ and toric code states from the cluster states in $1 d$ and $2 d$,
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FIG. 1. Measurement-based quantum state preparation with the measurement angle $\theta$ away from the $X$-basis. The cluster entangler is a product of controlled- $Z$ gates between all neighboring qubits in a given geometry. Here, we measure the operator $O_{\theta}=X \cos \theta+Z \sin \theta$ on a subset of sites, whose outcome is denoted by $s_{i}$. Our state preparation is equivalent to the imaginary time evolution of a specific product state in $X$-basis by some Hamiltonian $\hat{H}$ for $\beta=\tanh ^{-1}(\cos \theta)$. With this mapping, at $\theta=0(\beta \rightarrow \infty)$, it is straightforward that we will prepare the ground state of $\hat{H}$. At intermediate $\beta$ $(\theta>0)$, we may find an interesting critical point.
single-spin measurements of the Pauli $X$ operators on the sites are needed in the paradigmatic example [18-21], followed by a series of spin-flips based on the measurement outcomes. However, to adopt the measurement scheme to prepare these quantum states in experiments, it is important to understand whether measurements deviating from the $X$-axis can still produce a quantum state with the same entanglement properties, since noise in controlling the measurement angle could be present in experiments. Thereby motivated, in this work, we explore the effects of general single-site measurements on the cluster states, namely measurements of single spins along an ar-


FIG. 2. Schematic diagram to prepare and decode a 2D GHZ state by measurements, where basis rotation by $\theta$ is applied for the edges. The diagram divides in two parts: quantum experiment and classical data processing. In the first part, a quantum experiment is performed to obtain measurement outcomes on edges ( $X$-basis) and vertices ( $Z$-basis) denoted by ( $\boldsymbol{s}, \boldsymbol{\sigma}$ ). In the second part, a classical data processing is performed to decode a given experimental outcome ( $\boldsymbol{s}, \boldsymbol{\sigma})$. Here, the set of gauge transformations $\boldsymbol{T}=\left\{\boldsymbol{t}^{a}\right\}$ is generated based on the decoder denoted by $P_{\varphi}^{\mathrm{dec}}(\tilde{\boldsymbol{s}} \mid)$ (See Sec. V for details). Without classical data processing of $\boldsymbol{\sigma}$ based on the outcomes on edges $\boldsymbol{s}$, the GHZ-ness of the quantum state on vertices (after measuring edges) is not identifiable.
bitrary direction, which will shed light on the stability of many measurement-based state preparation schemes.

With the general single-qubit measurements, a natural and perhaps more exciting question to ask is whether we can tune the resulting state through a phase transition, i.e. access certain quantum critical states, by tuning the measurement directions. The primary result of this paper is that a family of quantum critical states at socalled conformal quantum critical points (CQCP) [29, 30] can be realized by measuring a subset of spins on a cluster state in a direction rotated away from the $X$ axis by a special angle $\theta_{c}$. We prove that the series of quantum states labeled by the measurement angle $\theta$ in $d$ space dimension has wavefunction amplitudes given by the Boltzmann weights of the corresponding classical spin model in $d$-dimension at inverse temperature $\beta(\theta)=\tanh ^{-1}(\cos \theta)$. In $d \geq 2$, certain quantum states can undergo a phase transition at a critical measurement angle $\theta_{c}$. At criticality, the spatial correlation functions of the state exhibit conformal invariance [29].

Strikingly, we show that such a critical quantum state can be obtained even without post-selection, by employing a classical decoding protocol. This contrasts to two recent progresses: $(i)$ if the single-qubit measurement is performed on a subsystem of a generic highly entangled quantum state, the remaining pure wavefunction exhibits no feature (random), characterized by completely uniform distribution in the Hilbert space [31, 32]. (ii) for the random circuit dynamics with measurements, the resulting quantum state becomes maximally mixed state after averaging over measurement outcomes, although postselection can reveal interesting features $[1-16]$. On the other hand, although our setup (Fig. 1) involves extensive number of measurements, we do not require post-
selection to identify nontrivial correlation structure in the resulting states. This facilitates the experimental preparation and detection without exponential scaling of the measurement complexity. Thus, our discovery provides a complementary viewpoint in essential ways to the critical steady states in monitored quantum dynamics either with both unitary evolution and measurements or with measurements only. The preparation of critical states in our study can be thought of as a shallow depth unitary circuit followed by single-site measurements as in Fig. 1.

The rest of the paper is organized as follows.
In Sec. II, we provide a detailed analysis of the 1D cluster state under measurements in a rotated basis. By calculating correlation functions of the post-measurement state, we provide a rigorous understanding of the stability of long-range entanglement there. Furthermore, we establish that the post-measurement wavefunction amplitude is proportional to the Boltzmann weight of a classical 1D Ising model at finite temperature. More generally, the post-measurement state can be expressed as the product state in $X$-basis, further evolved by a certain quantum Hamiltonian in imaginary time. With this observation, we find a parent Hamiltonian for the measured state, parametrized by the measurement angle $\theta$.

In Sec. III, we generalize our idea and construction to the 2 D cluster state defined on vertices and edges of a square lattice. By measuring edges in a rotated basis, we obtain the classical 2D Ising model as the classical Hamiltonian describing the post-measurement wavefunction amplitudes, while by measuring vertices, we obtain the 2D Ising gauge theory as the corresponding classical model. Interestingly, we find that the long-range entanglement structure of the GHZ state in the case of measuring edges is robust against a finite angle deviation from
the $X$-axes. The transition of the post-measurement state from a symmetry breaking phase to a disordered phase is found at a finite measurement angle $\theta_{c}$ with associated critical behavior. On the other hand, the longrange entanglement structure of the toric code ground state is unstable as soon as we deviate from the $X$-axes. We show that the stability of these long-range entanglement structures can be understood from the phase transitions of the corresponding classical models.

In Sec.IV, we turn to three dimensions, where we construct two different cluster states, namely symmetry protected topological (SPT) phases associated with $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ and $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ symmetries. We show that the post-measurement state of the first case corresponds to the ordinary 3D Ising model and the 3D 2-form Ising model $^{1}$ when measured on the vertices and edges respectively, while the state of the second case corresponds to the 3D Ising gauge theory. By mapping to the classical partition functions, we show that preparation of the 3D toric code topological order with 1-form symmetry breaking is stable under measurements away from the $X$-axes, while that of the 3D toric code with 2-form symmetry breaking is unstable.

In Sec. V, we discuss the critical issue of post-selection, focusing on the 2D cluster state measured on edges as a representative example. We show that measurement outcomes are under a correlated probability distribution, which is a gauge-symmetrized version of the uncorrelated random bond Ising model (RBIM). Based on this, we establish the correspondence between the ensemble of quantum states prepared by measurements and the ensemble of the ferromagnetic RBIM along the special manifold called Nishimori line [33, 34]. Furthermore, although the density matrix after measurement on the edges has no order on vertices if edge outcomes are averaged over, we show that there is a classical $d e$ coding protocol which allows us to efficiently obtain a long-range correlation (ferromagnetic ordering) in the vertices for every measurement outcome on the edges as illustrated in Fig. 2. In other words, we show that the resulting quantum state exhibits a hidden ordering that can be efficiently revealed through the proposed decoding protocol. Thereby, we establish the stability of detectable long-range entanglement and correlations for generic post-measurement cluster states away from the $X$-basis, avoiding post selection. Based on the proposed decoding protocol, we outline an experimental blueprint to detect the long-range ordered phases and their transitions, without exponential overhead. We also briefly discuss the generalization of our state-preparation setup, where one is not confined to the Nishimori line.

In Sec. VI, we discuss the general idea of interactive
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FIG. 3. Schematic phase diagrams for the post-measurement state with varying measurement angle $\theta$ away from the $X$ basis with post-selections for (a) GHZ state and (b) topological order (T.O.) preparations at $D$ spatial dimensions. The red dotted lines represent critical points. For the preparation of topological orders in $D=3$, we consider a cluster state at $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ SPT phase. We note that preparing 3D toric code from $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ SPT is unstable if $\theta>0$. The presence of 0 -form or 1 -form symmetry in the unmeasured lattice translates into the global spin-flip or local gauge symmetries in the corresponding classical model. Without post-selections, the stable regions get smaller with random bond universality classes for critical theories.
quantum phases. Furthermore, we address the issue of post-selection of other examples, demonstrating the presence of long-range entanglement structures which can be classically decoded in other measurement-prepared quantum states. In particular, these examples correspond to the random bond Ising model or random plaquette Ising gauge theory along the Nishimori line [33-35], a special manifold in the parameter space of these random interaction models.

In Sec. VII, we provide more examples of measuring cluster states with subsystem symmetries and fracton physics. In Sec. VIII, we conclude with a discussion on conformal quantum critical states and outlook.

## II. WARM-UP: MEASUREMENTS ON 1D CLUSTER STATES

As a warm-up, we start our discussion from measurements on 1D cluster states. Consider a chain of qubits
which are in a 1D cluster state $|\psi\rangle$ stabilized by the following Hamiltonian: $H_{\text {cluster }}^{1 \mathrm{D}}=-\sum_{n} Z_{n-1} X_{n} Z_{n+1}$. The cluster state has interesting properties upon measurements, which can be understood from its nature as a decorated domain wall SPT [36]. The Hamiltonian has $G=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$ symmetry where $g_{1}=\prod_{n} X_{2 n+1}$ and $g_{2}=\prod_{n} X_{2 n}$ are the two generators. Note that $Z_{2 n-1} Z_{2 n+1}$ measures the $g_{1}$ domain wall, while $X_{2 n}$ measures the $g_{2}$ charge. Therefore, the ground state can be understood as a superposition of all possible $g_{1}$ domain wall configurations where a $g_{2}$ charge is attached to a $g_{1}$ domain wall. This special structure of the wavefunction indicates that measuring the $\mathbb{Z}_{2}$ charges on the even sites will specify the domain wall structure of the $g_{1}$ symmetry. If the measurement outcomes are $X_{2 n}=1$, the resulting wavefunction will have no $g_{1}$ domain walls. Since the measurements on the even sites commute with the $\mathbb{Z}_{2}\left(g_{1}\right)$ symmetry defined on the odd sites, this measurement generates a GHZ state on the odd sites, i.e. $|\uparrow \uparrow \ldots\rangle+|\downarrow \downarrow \ldots\rangle$, a symmetric superposition of spontaneously symmetry-breaking (SSB) states of the $g_{1}$ symmetry. On the other hand, if we measure qubits on the even sites in the $Z$-basis and get all +1 outcomes, this proliferates the domain walls of the $g_{1}$ symmetry resulting in a disordered wavefunction on the odd sites, namely $|++\ldots\rangle$.

## A. General single-site measurements

Seeing that measuring the subset of qubits along the $X$-direction and $Z$-direction give us states with completely different characteristics, one may wonder what would happen if a general measurement is conducted along the axis rotated away from $X$-axis by an angle $\theta$. Will the resulting state have the same universal properties as the GHZ state for small $\theta$ ? Is there a transition from the GHZ state to the paramagnetic state at a certain angle? To answer these questions, let us consider the following projective measurement operator of the $n^{t h}$ qubit $P_{n}$ along the spin axis $\hat{n} \equiv(\cos \theta, \sin \theta \sin \phi, \sin \theta \cos \phi)$,

$$
\begin{equation*}
\left.P_{s_{n}}=\frac{1}{2}\left[I+s_{n}\left(X_{n} n_{x}+Y_{n} n_{y}+Z_{n} n_{z}\right)\right)\right], \quad P_{s_{n}}^{2}=P_{s_{n}} \tag{1}
\end{equation*}
$$

where $s_{n}= \pm 1$ is the measurement outcome. For now, we assume $\phi=0$, which would not change the physics of primary interest. Let $\mathcal{P}_{\left\{s_{2 n}\right\}}=\prod_{n} P_{s_{2 n}}$ denote the projection operator for measurements outcomes $\{s\}$ on all the even sites. For simplicity, we denote it by $\mathcal{P}_{\boldsymbol{s}}$. To characterize the resulting state $\mathcal{P}_{\boldsymbol{s}}|\psi\rangle \equiv\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$, we will calculate correlation functions, in particular, $\left\langle Z_{1} Z_{2 n+1}\right\rangle_{\mathcal{P} \psi}$. To that end, the following lemma is useful throughout the work:

Lemma Consider a $d$-dimensional stabilizer SPT state protected by symmetry groups $G_{1}^{(n)} \times G_{2}^{(d-n-1)}$, which have a mixed anomaly. Here the superscripts denote $n$ and $(d-n-1)$ form symmetries, while $G_{1}$ and $G_{2}$ act on
qubits on two different sublattices. Then, the expectation value of an operator defined on a given sublattice is nonvanishing only if the operator is a symmetry action on that sublattice.

The lemma can be understood quite intuitively. As the ground state is stabilized by local stabilizer terms, if a certain operator does not commute with all the stabilizers, its expectation value should vanish. However, if it commutes with all the stabilizers, it simply means that the operator is nothing but a symmetry of the given stabilizer Hamiltonian. For example, for the 1D cluster state $|\psi\rangle$, for any operator $O$ defined on the even sublattice, $\langle\psi| O|\psi\rangle$ vanish unless $O$ is the identity or $\prod_{n} X_{2 n}$ (See Appendix. A).

With this lemma, we can show that the correlation function in the measured state with outcomes $\left\{s_{2 n}\right\}$ has the following form

$$
\begin{align*}
& \left\langle Z_{1} Z_{2 n+1}\right\rangle_{\mathcal{P}_{\boldsymbol{s}} \psi}=\frac{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{1} Z_{2 n+1}\left|\mathcal{P}_{s} \psi\right\rangle}{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle} \\
& =\frac{\left[\prod_{m=1}^{n} s_{2 m}(\cos \theta)^{n}+\prod_{m=n+1}^{N} s_{2 m}(\cos \theta)^{N-n}\right]}{\left[1+\prod_{m=1}^{N} s_{2 m}(\cos \theta)^{N}\right]} \\
& \xrightarrow{N \rightarrow \infty}\left(\prod_{m=1}^{n} s_{2 m}\right) e^{-n / \xi}, \text { with } \xi=|\ln \cos \theta|^{-1} \tag{2}
\end{align*}
$$

Here $N$ (even) is the number of unmeasured sites and we have assumed periodic boundary conditions. In this derivation, we employed both the lemma and the equality; $Z_{1} Z_{2 n+1}|\psi\rangle=\prod_{m=1}^{n} X_{2 m}|\psi\rangle$. The correlation length only depends on $\theta$ characterizing the deviation of the measurement angle from the $\hat{x}$-axis. This means that the long-range correlation of the GHZ state disappears at any finite $\theta$ in the thermodynamic limit. Practically, one would get an approximate GHZ state for system size smaller than the length scale $\xi(\theta)$.

## B. Connection to Classical Partition Function

A keen reader may have noticed that Eq. (2) closely resembles the low temperature series expansion for the 1D classical Ising model. Based on this observation, one can show that the norm of the post-measurement wavefunction is proportional to the partition function of a classical Ising model at the inverse temperature $\beta \equiv \tanh ^{-1}(\cos \theta)$, where the actual amplitude can have an additional complex phase factor (See Appendix. A 2 a for more details):

$$
\begin{equation*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\sum_{\{\mathcal{C}\}} w(\mathcal{C})|\mathcal{C}\rangle \otimes|M\rangle, \quad|w(\mathcal{C})|^{2} \propto \frac{1}{Z} e^{-\beta H(\mathcal{C})} \tag{3}
\end{equation*}
$$

where $\mathcal{C}=\{\sigma\}$ denotes the spin configuration (in the computational basis) on the odd sites, $H[\{s\}]\{\sigma\})=$
$-\sum_{n} s_{2 n} \sigma_{2 n-1} \sigma_{2 n+1}$ is the Ising Hamiltonian with bond signs determined by the measurement outcomes $\left\{s_{2 n}\right\}$, $|M\rangle$ is the measured state on the even sites, and $Z \equiv$ $\sum_{\mathcal{C}} e^{-\beta H(\mathcal{C})}$ is the thermal partition function of the corresponding spin model $H[\{s\}]$. Therefore, the stability of the long-range entanglement of the post-measurement 1 D cluster state can be understood in terms of the 1D classical Ising model at the inverse temperature $\beta(\theta)$. In 1 D , one can always make a variable change on the spins $\left(\sigma_{i} \rightarrow t_{i} \sigma_{i}\right.$ and $s_{i j} \rightarrow t_{i} t_{j} s_{i j}$ with $\left.t_{i}, t_{j}= \pm 1\right)$, which we refer to as a gauge transformation in the rest of the paper, to make the 1D Ising model ferromagnetic, except possibly for the last bond if $\prod_{m=1}^{N} s_{2 m}=-1$. It is well-known that the 1D Ising model is disordered at any finite $T>0$. Therefore, we conclude that the long-range entanglement is unstable at $\theta \neq 0$, which is the same conclusion as the one made from the explicit calculation above.

## C. The post-measurement wavefunction

In this section, we directly derive the wavefunction after measurements from the decorated domain-wall construction [36]. The result shows an intriguing structure for the wavefunction on the unmeasured odd sites:

$$
\begin{align*}
\left|\mathcal{P}_{s} \psi\right\rangle_{\text {odd }} & =\frac{1}{\sqrt{Z_{0}}} e^{-\frac{\beta}{2} \hat{H}}\left[\otimes_{n=1}^{N}\left|X_{2 n+1}=s_{2 n} s_{2 n+2}\right\rangle\right] \\
& =\frac{1}{\sqrt{2^{N} \cdot Z_{0}}} \sum_{\{\sigma\}} e^{-\frac{\beta}{2} \hat{H}[s](\{\sigma\})}|\{\sigma\}\rangle \\
\hat{H}[s] & \equiv-\sum_{n} s_{2 n} Z_{2 n-1} Z_{2 n+1}, \quad \tanh \beta=\cos \theta \tag{4}
\end{align*}
$$

where $Z_{0}=(2 \cosh \beta)^{N_{d}}$ and $N_{d}$ is the number of measured qubits (domain walls). This is the imaginary time evolution of the product state $\otimes_{n=1}^{N}\left|X_{2 n+1}=s_{2 n} s_{2 n+2}\right\rangle$ by the Hamiltonian $\hat{H}$. This form of the wavefunction immediately implies that in the limit $\beta \rightarrow \infty$ as $\theta \rightarrow 0$, the system should relax into the ground state of $\hat{H}$.

Let us describe the derivation. The pre-measurement cluster state wavefunction is written as the equal weight superposition of all domain wall configurations with charges attached accordingly:

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2^{N-1}}} \sum_{\left\{d_{2 n}\right\}}\left|\left\{d_{2 n}\right\}\right\rangle_{\mathrm{ddw}} \tag{5}
\end{equation*}
$$

where $\left\{d_{2 n}= \pm 1\right\}$, and $d_{2 m}=-1$ denotes a domain wall between sites $2 m-1$ and $2 m+1$. Here the subscript ddw stands for the state that is a decorated domain wall basis, where domains (charges) are defined on odd (even) sites. The summation is over $2^{N-1}$ configurations since with periodic boundary conditions the domain walls are
under the constraint $\prod_{n=1}^{N} d_{2 n}=1$. Here,

$$
\begin{align*}
|\{d\}\rangle_{\text {ddw }} & \equiv\left|\left\{\sigma_{\{d\}}\right\}\right\rangle_{\text {odd }} \otimes|\{d\}\rangle_{\text {even }} \\
\left|\left\{\sigma_{\{d\}}\right\}\right\rangle_{\text {odd }} & \equiv \frac{1}{\sqrt{2}}\left[\sum_{\xi= \pm 1} \otimes_{n=1}^{N}\left|Z_{2 n-1}=\xi \prod_{m=1}^{n} d_{2 m}\right\rangle\right] \\
|\{d\}\rangle_{\text {even }} & \equiv \otimes_{n=1}^{N}\left|X_{2 n}=d_{2 n}\right\rangle \tag{6}
\end{align*}
$$

In this definition, the state labeled by $\left|\left\{d_{2 n}\right\}\right\rangle_{\text {ddw }}$ is the cat state of two different spin configurations giving the same domain-wall configuration. For example, the state with no domain wall, namely $\left|\left\{d_{2 n}=1\right\}\right\rangle_{\text {ddw }}$, would be the GHZ state on odd sites, and accordingly, all $|+\rangle$ states on even sites:

$$
\begin{equation*}
\frac{1}{\sqrt{2}}[|\uparrow \uparrow \cdots\rangle+|\downarrow \downarrow \cdots\rangle]_{\text {odd }} \otimes\left[|+\rangle^{\otimes N}\right]_{\text {even }} \tag{7}
\end{equation*}
$$

With an explicit representation in hand for $|\psi\rangle$, we now want to obtain the amplitude of the post measurement wavefunction, $\mathcal{P}_{\boldsymbol{s}}|\psi\rangle$, which can be written as

$$
\begin{equation*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\sum_{\left\{d_{2 n}\right\}} C\left(\left\{d_{2 n}\right\}\right)\left|\left\{\sigma_{\{d\}}\right\}\right\rangle \otimes|M\rangle \tag{8}
\end{equation*}
$$

where now $|M\rangle=\otimes_{n=1}^{N}\left|M_{s_{2 n}}\right\rangle$ stands for the measured component on even sites. To obtain $C(\{d\})$, we first decompose the kets $| \pm\rangle=[1, \pm 1]^{T} / \sqrt{2}$ into the measurement basis:
with

$$
\begin{equation*}
\left|M_{ \pm}\right\rangle=\frac{1}{\sqrt{2(1 \pm \sin \theta)}}\binom{\sin (\theta) \pm 1}{\cos (\theta)} \tag{10}
\end{equation*}
$$

satisfying $O_{\theta}\left|M_{ \pm}\right\rangle= \pm\left|M_{ \pm}\right\rangle$with measurement operator $O_{\theta}=X \cos \theta+Z \sin \theta$ (assuming $\phi=0$ ). The coefficients follow from $a_{ \pm}=\left\langle M_{+} \mid \pm\right\rangle$and $b_{ \pm}=\left\langle M_{-} \mid \pm\right\rangle$.

Then, note that for a measurement outcome $\left\{s_{2 n}\right\}$, the projection is defined as

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{s}} \mapsto \otimes_{n=1}^{N}\left|M_{s_{2 n}}\right\rangle\left\langle M_{s_{2 n}}\right| . \tag{11}
\end{equation*}
$$

The coefficient can then be obtained by

$$
\begin{equation*}
C\left(\left\{d_{2 n}\right\}\right)=\frac{\langle M| \otimes_{n=1}^{N}\left|d_{2 n}\right\rangle}{\sqrt{2^{N-1}}}=\frac{\prod_{n=1}^{N}\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle}{\sqrt{2^{N-1}}} \tag{12}
\end{equation*}
$$

where (see Appendix. B)

$$
\begin{align*}
\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle & =\varphi_{2 n} \sqrt{\frac{\left(1+s_{2 n} d_{2 n} \cos \theta\right)}{2}} \\
& =\varphi_{2 n} e^{\frac{\beta}{2} s_{2 n} d_{2 n}} / \sqrt{2 \cosh \beta} \tag{13}
\end{align*}
$$

with $\varphi_{2 n} \equiv(-1)^{\left(1-s_{2 n}\right)\left(1-d_{2 n}\right) / 4}=d_{2 n}^{\left(1-s_{2 n}\right) / 2}$. Using $d_{2 n}=\sigma_{2 n-1} \sigma_{2 n+1}$, we have (at $\phi=0$ )

$$
\begin{equation*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle_{\text {odd }}=\sum_{\{d\}} \frac{e^{\frac{\beta}{2} \sum_{n} s_{2 n} Z_{2 n-1} Z_{2 n+1}}}{Z_{0}^{1 / 2}} \frac{\prod_{n} \varphi_{2 n}}{\sqrt{2^{N-1}}}\left|\left\{\sigma_{\{d\}}\right\}\right\rangle \tag{14}
\end{equation*}
$$

where $Z_{0}=(2 \cosh \beta)^{N}$. The last factor of the above wavefunction can be simplified as

$$
\begin{align*}
& \sum_{\{d\}} \frac{1}{\sqrt{2^{N-1}}}\left(\prod_{n}\left(\sigma_{2 n-1} \sigma_{2 n+1}\right)_{2 n}^{\left(1-s_{2 n}\right) / 2}\right)\left|\left\{\sigma_{\{d\}}\right\}\right\rangle \\
& =\prod_{n}\left(Z_{2 n-1} Z_{2 n+1}\right)^{\left(1-s_{2 n}\right) / 2}\left[\otimes_{n=1}^{N}|+\rangle_{2 n-1}\right] \\
& =\prod_{n} Z_{2 n-1}^{\left[\left(1-s_{2 n-2}\right)+\left(1-s_{2 n}\right)\right] / 2}\left[\otimes_{n=1}^{N}|+\rangle_{2 n-1}\right] \\
& =\otimes_{n=1}^{N}\left|X_{2 n-1}=s_{2 n-2} s_{2 n}\right\rangle \tag{15}
\end{align*}
$$

Putting everything together, we finally obtain the wavefunction in Eq. (4). This expression gives consistent results for the norm $\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$. For $\phi \neq 0$, we can obtain non-trivial complex phase factors as detailed in the Appendix. B. Although these phase factors can affect the expectation values when we measure correlations of $Y$ or $X$ operators, they do not change any physics in the $Z$ correlations.

There are two solvable limits: $\theta=0$ and $\theta=\pi / 2$. At $\theta=0$, the result simply implies that unless $s_{2 n}=d_{2 n}$, the wavefunction component is zero. Therefore, the only surviving component would be $\left|\left\{\sigma_{\{s\}}\right\}\right\rangle$, whose explicit form is defined in Eq. (6). At $\theta=\pi / 2$, the wavefunction amplitudes become uniform with phase factors $\varphi_{2 n}$ depending on the measurement comes. For $s_{2 n}=1$, it gives $|+\rangle^{\otimes N}$, and for $s_{2 n}=(-1)^{n}$, it gives $|-\rangle^{\otimes N}$. This aligns with the expectation from the stabilizer correlation $Z_{2 n} X_{2 n+1} Z_{2 n+2}|\psi\rangle=|\psi\rangle$.

We remark that the derivation here is completely general for any wavefunction constructed by a decorated domain wall method. This is because decorated domain wall method completely specifies the relation between measured and unmeasured sites in a simple manner. In a higher dimensional case, we can show that the measurement-projected amplitude in Eq. (13) can be calculated in terms of domain wall variable, which can be converted into the operator action on unmeasured sites. The expression for the product state to be time-evolved in Eq. (15) can also be derived in a similar manner, where the state in $X$-basis would be given by the product of measurement outcomes neighboring an unmeasured site.

## D. Parent Hamiltonian for the measured states

Interestingly, we find that the family of states $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ on the odd sites with post-selection $s_{2 n}=1$ is the ground state of the following Hamiltonian $H=\sum_{n} H_{n}$ :

$$
\begin{align*}
H_{n} & =-\left[X_{2 n-1}-\cos ^{2} \theta Z_{2 n-3} X_{2 n-1} Z_{2 n+1}\right. \\
& \left.+\cos \theta\left(Z_{2 n-3} Z_{2 n-1}+Z_{2 n-1} Z_{2 n+1}\right)\right] \tag{16}
\end{align*}
$$

We derive the Hamiltonian following the Witten conjugation method [37-39]. It is a simple procedure that later allows us to generate the parent Hamiltonians for our
post-measurement states in various settings. The crucial premise is that $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ is given by the imaginary time evolution of a certain product state Eq. (4) for the inverse temperature $\beta=\beta(\theta)$. This is to say, at $\beta=0$, the state is the ground state of $\hat{H}_{0}=-\sum_{n} s_{2 n} s_{2 n+1} X_{2 n+1}$, and at $\beta>0$, the state can be thought of as the evolution of the ground state under the non-unitary operator $M_{\beta}=e^{\frac{\beta}{2} \sum_{n} s_{2 n} Z_{2 n-1} Z_{2 n+1}}$.

To proceed further, let us perform a Kramers-Wannier duality, where we can write $X_{2 n-1} \rightarrow X_{2 n-2}^{\prime} X_{2 n}^{\prime}$ and $Z_{2 n-1} Z_{2 n+1} \rightarrow Z_{2 n}^{\prime}$. The state becomes

$$
\begin{align*}
& |\mathcal{P} \psi\rangle \propto M_{\beta}^{\prime}\left|\Psi_{0}\right\rangle^{\prime}, \quad M_{\beta}^{\prime}=\prod_{n} e^{\frac{\beta}{2} s_{2 n} Z_{2 n}^{\prime}} \\
& \left.\left|\Psi_{0}\right\rangle^{\prime}=\mid\left\{X_{2 n}^{\prime} X_{2 n+2}^{\prime}=s_{2 n} s_{2 n+2}, \text { for all } n\right\}\right\rangle^{\prime} . \tag{17}
\end{align*}
$$

The Hamiltonian for $\left|\Psi_{0}\right\rangle^{\prime}$ is

$$
\begin{align*}
H_{0}^{\prime} & =\sum_{n} \frac{1}{2}\left(1-s_{2 n} s_{2 n+2} X_{2 n}^{\prime} X_{2 n+2}^{\prime}\right) \\
& =\sum_{n} \Gamma^{\prime \dagger}(n) \Gamma^{\prime}(n) \\
& \Gamma^{\prime}(n)=\frac{1}{2}\left(s_{2 n} X_{2 n}^{\prime}-s_{2 n+2} X_{2 n+2}^{\prime}\right) . \tag{18}
\end{align*}
$$

where we intentionally write $H_{0}^{\prime}$ in positive semi-definite structure. Then it follows that one choice of the Hamiltonian for $|\mathcal{P} \psi\rangle^{\prime}$ is

$$
\begin{align*}
H^{\prime} & =\sum_{n} H_{n}^{\prime}=\sum_{n} \Gamma_{\beta}^{\prime \dagger}(n) \Gamma_{\beta}^{\prime}(n) \\
\Gamma_{\beta}^{\prime}(n) & =M_{\beta}^{\prime} \Gamma^{\prime}(n) M_{\beta}^{\prime-1} \tag{19}
\end{align*}
$$

As $e^{-\beta Z}=\cosh \beta(1-Z \tanh \beta)=\cosh \beta(1-Z \cos \theta)$, up to an overall constant prefactor of $\cosh \beta(\theta)$,

$$
\begin{align*}
\Gamma_{\beta}^{\prime}(n) \propto & \left(s_{2 n} X_{2 n}^{\prime}-s_{2 n+2} X_{2 n+2}^{\prime}\right) \\
& -i \cos \theta\left(Y_{2 n}^{\prime}-Y_{2 n+2}^{\prime}\right) \tag{20}
\end{align*}
$$

Thus, $H_{n}^{\prime}$ reads

$$
\begin{align*}
H_{n}^{\prime}= & -s_{2 n} s_{2 n+2} X_{2 n}^{\prime} X_{2 n+2}^{\prime}-\cos ^{2} \theta Y_{2 n}^{\prime} Y_{2 n+2}^{\prime} \\
& -\cos \theta\left(s_{2 n} Z_{2 n}^{\prime}+s_{2 n+2} Z_{2 n+2}^{\prime}\right)+\text { const } \tag{21}
\end{align*}
$$

As $H_{n}^{\prime}$ is a positive semi-definite Hamiltonian that annihilates $\left|\mathcal{P}_{s} \psi\right\rangle, \sum_{n} H_{n}^{\prime}$ is a valid parent Hamiltonian whose ground state is $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$. Once we reverse the Kramers-Wannier duality, we obtain

$$
\begin{align*}
H_{n} & =-s_{2 n} s_{2 n+2} X_{2 n+1}+\cos ^{2} \theta Z_{2 n-1} X_{2 n+1} Z_{2 n+3} \\
& -\cos \theta\left(s_{2 n} Z_{2 n-1} Z_{2 n+1}+s_{2 n+2} Z_{2 n+1} Z_{2 n+3}\right) \tag{22}
\end{align*}
$$

For the measurement outcome $s_{2 n}=1$ for all $n$, we obtain the Hamiltonian Eq. (16). Furthermore, note that applying $X$-gate (basis flip) to a set of sites is equivalent to flipping $\{s\}$ that are emanating from the set of sites. In fact, if $\prod s_{2 n}=1$, we can always find a basis where the model is entirely ferromagnetic. Even when $\prod s_{2 n}=-1$,


FIG. 4. Adaptation from [39]. Schematic phase diagram for the parent Hamiltonian of the $d$-dimensional cluster state (defined on vertices and edges of the cubic lattice) measured on vertices. In $d=1, \mathbb{Z}_{2}^{(0)}$ symmetry breaking simply corresponds to the ferromagnet, while in $d>1, \mathbb{Z}_{2}^{(d-1)}$ symmetry breaking corresponds to a topological order. Red dotted line is a trajectory that can be prepared by our measurement scheme. Note that at $\theta=0$, the ground state at the multicritical point coincides with the ground state at the fixed point of $\mathbb{Z}_{2}^{(d-1)}$ SSB phase. In this phase, since $\mathbb{Z}_{2}^{(d-1)}$ symmetry defect is given by lines, the groundstate must be written as all fluctuating configurations of $Z=-1$ loops in computational basis. As a result, it already saturates the maximum area law entanglement capacity, and if we can prepare the state, it has to be located at the critical point with a special property.
we can find a basis where only a single bond is antiferromagnetic and the other bonds are ferromagnetic.

The spectrum of this Hamiltonian is known to be gapless at $\theta=0$ [40], which is a multicritical point neighboring the paramagnet, ferromagnet $\left(\mathbb{Z}_{2}^{(0)} \mathrm{SSB}\right)$, and $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{\mathcal{T}}$ SPT (i.e., the cluster state) [41] as illustrated in Fig. 4. The gaplessness at $\theta=0$ is easily seen from Eq. (21), where the terms are nothing but the XY model with perpendicular magnetic field [39] (which can be written in terms of free fermions under a Jordan-Wigner transformation). Although the Hamiltonian is gapless, the ground state entanglement entropy does not diverge; this can be directly inferred from the fact that the initial 1 D cluster state is described by a matrix product state (MPS) with bond dimension $\chi=2$, and the measurement projection cannot change the MPS structure. This seemingly inconsistent behavior can be resolved by realizing that the criticality is not captured by a 2D conformal field theory but by a critical theory of free fermions with dynamic critical exponent $z=2$ [42]. In fact, the ground state trajectory of Eq. (16) is a paradigmatic example of a 1D phase transition that can be expressed by a simple MPS with bond dimension $\chi=2$ [43].

## III. 2D CLUSTER STATES

Now that we have a thorough understanding of the post-measurement states in one dimension, we turn next to two spatial dimensions, where higher form symmetries [44] become important. Consider the 2D cluster state Hamiltonian where qubits reside at vertices and edges of 2d square lattice as illustrated in Fig. 5(a):

$$
\begin{equation*}
H=-\sum_{v}\left(X_{v} \prod_{e \ni v} \boldsymbol{Z}_{e}\right)-\sum_{e}\left(\boldsymbol{X}_{e} \prod_{v \in e} Z_{v}\right) \tag{23}
\end{equation*}
$$

Bold symbols $\boldsymbol{Z}$ and $\boldsymbol{X}$ act on edges, and unbold symbols $Z$ and $X$ act on vertices. Here, all terms in the Hamiltonian commute with one another, and the groundstate satisfies each term to be 1 . This implies that $B_{p} \equiv \prod_{e \in p} \boldsymbol{X}_{e}=1$ for any plaquette $p$. There are two symmetries in this Hamiltonian:

$$
\begin{align*}
& \mathbb{Z}_{2}^{(0)} 0 \text {-form: } g=\prod_{v} X_{v} \\
& \mathbb{Z}_{2}^{(1)} 1 \text {-form: } h_{\gamma}=\prod_{e \in \gamma} \boldsymbol{X}_{e} \tag{24}
\end{align*}
$$

where $\gamma$ is any closed loop along the bonds. Again, note that the ground state of Eq. (23) has the decorated domain wall (defect) structure: the creation of a pair of 1-form charged objects by $\prod_{e \ni v} \boldsymbol{Z}_{e}$ is accompanied with the creation of 0 -form domain walls by $X_{v}$; also, the creation of 1-form domain walls by $\boldsymbol{X}_{e}$ is accompanied with the creation of a pair of 0 -form charges by $Z_{v} Z_{v^{\prime}}$.

For the 2D cluster states, one can choose to measure the spins either on the vertices or on the edges. The two measurement schemes exhibit qualitatively different physics as we will show below.

## A. Measurements on vertices: Ising gauge theory

We apply the projective measurement in Eq. (1) on every vertex spin. At $\theta=0$ with all measurement outcomes being +1 , we would expect the resulting state to satisfy the following constraint, $A_{v} \equiv \prod_{e \ni v} \boldsymbol{Z}_{e}=1$ and $B_{p} \equiv \prod_{e \in p} \boldsymbol{X}_{e}=1$, giving rise to a topological order of the 2D toric code model [45]. In this state, the operator $C_{\gamma^{*}}^{Z} \equiv \prod_{j \in \gamma^{\perp}} \boldsymbol{Z}_{j}$ defined on the contractible loop $\gamma^{\perp}=\partial S$ perpendicular to the edges has the expectation value $\left\langle C_{\gamma^{\perp}}^{Z}\right\rangle=1$, which is a signature of the spontaneously broken 1-form symmetry as $C_{\gamma^{\perp}}^{Z}$ counts the 1 -form symmetry defects enclosed by the loop. In a complementary point of view, we can embed the system into the torus geometry, and consider a logical qubit operator $C_{\gamma^{\perp}}^{Z}$ for $\gamma^{\perp}$ being a non-contractible loop along the cycle. Here, we can show that $\left\langle C^{Z}\right\rangle=0$. As $C^{X} \equiv \prod_{e \in \gamma} \boldsymbol{X}_{e}=1$ for any non-contractible loop $\gamma$ due to the stabilizer structure and $\left\{C^{X}, C^{Z}\right\}=0$, the
(a) $2 D$ cluster state

(b) $3 D$ cluster state


FIG. 5. Schematic visualization of (a) 2D and (b) 3D cluster state models. In 2D, we have qubits on edges and vertices. In 3D, we have qubits on edges of the cubic lattice and its dual lattice, where we have mixed anomaly between two 1-form symmetries.
post-measurement state must have $\left\langle C^{Z}\right\rangle=0$. This implies that the resulting quantum state is the symmetric superposition of four different configurations under $C^{Z}$ operators. However, we can show that the correlation function of two non-contractible loops separated by the distance $l$ is constant, i.e., the state develops a long-range order with a spontaneously broken 1-form symmetry.

We want to detect whether the topological order is robust when the measurements are moved away from $\theta=$ 0 . To do so, we calculate the expectation value of $C_{\partial S}^{Z}$ defined on the boundary of a surface $S$. Using the same formalism, we can show that (See Appendix. A 2 b)

$$
\begin{equation*}
\left\langle C_{\partial S}^{Z}\right\rangle_{\mathcal{P}_{\boldsymbol{s}} \psi}=\frac{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| C_{\partial S}^{Z}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle}{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle} \sim(\cos \theta)^{|S|} \tag{25}
\end{equation*}
$$

where we employed both the lemma and the equality $\prod_{e \in \partial S} \boldsymbol{Z}_{e}=\prod_{v \in S} X_{v}$. The area law of the loop expectation value, instead of the perimeter law, indicates that 1-form symmetry is intact in the thermodynamic limit. Therefore, the $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ cannot be topologically ordered. A complementary fact in support of this observation is that the expectation value of $\prod_{e \in l} \boldsymbol{X}_{l}$, an operator that creates a pair of anyons on the two ends of a open string $l$, is non-vanishing, namely

$$
\begin{equation*}
\left\langle\prod_{e \in l} \boldsymbol{X}_{l}\right\rangle_{\mathcal{P}_{s} \psi}=\left\langle\prod_{v \in \partial l} Z_{v}\right\rangle_{\mathcal{P}_{s} \psi} \approx(\sin \theta)^{2} \tag{26}
\end{equation*}
$$

Non-vanishing expectation value for any open string operator is the signature of the anyon condensation which gives a trivial symmetric phase for $\theta>0$. However, we remark that even though the state is not the SSB of 1form symmetry, Eq. (25) gives a quantitative answer for how far it exhibits the correlation structure that can be approximated as being topologically ordered.

We observe that the above loop expectation value can be mapped to the area-law correlation function in the 2D classical Ising gauge theory at finite temperature, where the 1 -form symmetry exactly maps to the local gauge symmetry. More precisely, the corresponding Ising gauge
theory is defined on the edges of the dual lattice, and the local gauge transformation is defined as flipping the spins on the edges emanating from the set of dual vertices. Such a gauge transformation is equivalent to the 1-form symmetry action $\prod \boldsymbol{X}$ along the loop defined on the boundary of the set of dual sites. Similar to the 1D example in Eq. (4), the post-measurement wavefunction can be expressed in the following form:

$$
\begin{align*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & \propto e^{-\frac{\beta}{2} \hat{H}}\left[\otimes_{n=1}^{N}\left|\boldsymbol{X}_{e}=\prod_{v \in e} s_{v}\right\rangle\right] \\
\hat{H} & \equiv-\sum_{v} s_{v} \prod_{e \ni v} \boldsymbol{Z}_{e}=-\sum_{\tilde{p}} s_{\tilde{p}} \prod_{\tilde{e} \in \tilde{p}} \boldsymbol{Z}_{\tilde{e}} \tag{27}
\end{align*}
$$

where the tilde subscript is for the dual lattice label. Expanded in $\boldsymbol{Z}_{\tilde{e}}$ basis in the dual lattice, the above expression gives rise to the wavefunction amplitude given by the Boltzmann weight of the 2d Ising gauge theory (see Appendix. A 2 b ). 2d Ising gauge theory is exactly solvable and known to enter a trivial phase with area law loop expectation value at any finite temperature, which aligns with Eq. (25).

We remark that in Eq. $(27),\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ remains the same if one replaces the imaginary time evolution $e^{-\beta \hat{H} / 2}$ by $e^{-\beta \hat{H}_{\text {toric }}^{2 \mathrm{D}}}$ since $B_{p}=\prod_{e \in p} \boldsymbol{X}_{e}$ commutes with all other terms in $\hat{H}$ and acts trivially on the state. Therefore, at $\beta \rightarrow \infty(\theta \rightarrow 0)$, we expect the projected wavefunction to be the toric code ground state. Based on this observation, we can find a series of parent Hamiltonian which stabilizes the wavefunction in Eq. (27) parametrized by $\beta(\theta)$. The parent Hamiltonian on the dual lattice reads [39]

$$
\begin{align*}
H & =H_{0}+\cos ^{2} \theta H_{\mathrm{SPT}}+4 \cos \theta H_{\mathrm{toric}} \\
H_{0} & =-\sum_{\tilde{e}}\left[\prod_{\tilde{p} \ni \tilde{e}} s_{\tilde{p}}\right] \boldsymbol{X}_{\tilde{e}} \\
H_{\mathrm{SPT}} & =\sum_{\tilde{e}} \boldsymbol{X}_{\tilde{e}} \prod_{\tilde{e} \prime}{ }_{\tilde{n}(\tilde{e})} \boldsymbol{Z}_{\tilde{e}^{\prime}} \\
H_{\text {toric }} & =-\sum_{\tilde{p}} s_{\tilde{p}} \prod_{\tilde{e} \in \tilde{p}} \boldsymbol{Z}_{\tilde{e}} \tag{28}
\end{align*}
$$

Here $\tilde{n}(\tilde{e})$ is the set of neighboring edges that are boundaries of two dual plaquettes sandwiching $\tilde{e}$. The derivation is a direct generalization of the procedure described in Sec. IID.

This parent Hamiltonian is gapless at $\theta=0$. Similar to the 1 D case, the gapless point is multicritical, neighboring a $\mathbb{Z}_{2}$ topological order, a $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{\mathcal{T}}$ SPT, and a trivial paramagnetic phase as illustrated in Fig. 4. Interestingly, the ground state at $\theta=0$ gapless point is exactly the toric code ground state as our construction demonstrates. However, for any $\theta>0$, the Hamiltonian enters the trivial confined phase. At the multicritical point, the model has $\mathrm{U}(1)$ pivot symmetry [39] and the low energy effective theory can be shown to be dual to a dilute interacting Bose gas at zero density in $2 d$ [46-48]. This critical theory is known to have exact dynamical
exponent $z=2$ as the self energy correction from the boson self-interaction vanishes at every order of perturbation theory due to the absence of particles in the vacuum state [48].

## B. Measurements on edges: Ising model

Next, we apply the projective measurement in Eq. (1) on every edge spin. At $\theta=0$ with all measurement outcomes $s_{e}=1$, we would expect the resulting state to have $Z_{v} Z_{v}^{\prime}=1$ for any edge $e=\left(v, v^{\prime}\right)$. Therefore, the post-measurement state would be the GHZ state. At $\theta>0$, we can show that the two-point correlation $\left\langle Z_{i} Z_{j}\right\rangle_{\mathcal{P}_{\boldsymbol{s}} \psi}$ is given by the two-point correlation function of a classical 2D Ising model at temperature $\beta(\theta)$ (See Appendix. A 2 c). Furthermore, the wavefunction on the unmeasured sites is expressed as:

$$
\begin{align*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & \propto e^{-\frac{\beta}{2} \hat{H}}\left[\otimes_{n=1}^{N}\left|X_{v}=\prod_{e \in n(v)} s_{e}\right\rangle\right] \\
\hat{H} & \equiv-\sum_{e=\left(v, v^{\prime}\right)} s_{e} Z_{v} Z_{v^{\prime}} \tag{29}
\end{align*}
$$

If $s_{e}=1$ for all measurements, the physical properties of this wavefunction can be understood from the 2D classical ferromagnetic Ising model. Unlike the 1D case, the 2D Ising model has a finite temperature ordering transition which implies that long-range entanglement is robust for $\theta \neq 0$ and that we can prepare a quantum critical state at a specific measurement angle $\theta_{c}=\cos ^{-1} \tanh \left(\beta_{c}\right)$. Since the 2D Ising model has an exact self-duality, we obtain that the transition happens when $\beta_{c}=\sqrt{2}-1$, i.e. $\theta_{c} \sim 65^{\circ}$. Therefore, by measuring the 2 D cluster state, we can prepare the wavefunction which goes through the phase transition across this measurement angle. In particular, the ordered state will appear as the GHZ state of two SSB configurations, which is long-range entangled and robust up to a finite $\theta$ as illustrated in Fig. 3(a).

At $\theta=\theta_{c}$, we have a quantum phase transition, where the critical state has an area law entanglement since the pre-measurement cluster state is parameterized by 2D tensor-network state, called projected entangled pair states (PEPS), with bond dimension $\chi=2$ [42]. As its correlation functions in $Z$-basis are determined by the critical 2D Ising model, the wavefunction has a spatial conformal structure with power-law decaying correlation functions. This turns out to be a specific example of a conformal quantum critical point (CQCP)[29, 30]. For a CQCP with a known statistical weight, one can always construct a parent Hamiltonian for the critical state, which is the generalization of the RK Hamiltonian [49]. Such a parent (quantum) Hamiltonian will have a dynamic critical exponent, $z$, to be equal to the dynamic exponent for relaxational critical dynamics for the corresponding classical statistical model. Thereby, we can compute the dynamic critical exponent for a given


FIG. 6. The coefficients of the parent Hamiltonian in Eq. (30) as a function of measurement angle $\theta \in\left[0, \frac{\pi}{2}\right]$. The red dashed line marks the position of $\theta_{c}$. Coefficients are normalized in such a way that the strength of the transverse field term $\alpha_{X}$ is 1 throughout the range.

CQCP Hamiltonian. For CQCPs with a U(1) symmetry, the critical theory is analytically known to be a quantum Lifschitz theory with a dynamic critical exponent $z=2$. However, the present model does not have any $U(1)$ symmetry. Indeed, a numerical analysis reveals that its dynamic critical exponent is $z \approx 2.2$ [50, 51].

Similar to previous sections, we can obtain the parent Hamiltonian for the post-measurement state using the general method outlined in Sec. II. For measurement outcomes $s_{e}=1, H$ is given by

$$
\begin{align*}
H= & -\alpha_{X} \sum_{i} X_{i}-\alpha_{Z Z}^{\mathrm{nn}} \sum_{\langle i j\rangle} Z_{i} Z_{j}-\alpha_{Z Z}^{\mathrm{nnn}} \sum_{\langle\langle i j\rangle\rangle} Z_{i} Z_{j} \\
& -\alpha_{3 \text {-body }} \sum_{i} X_{i} B_{i}-\alpha_{5-\text { body }} \sum_{i} X_{i} \prod_{j \in n(i)} Z_{j} \tag{30}
\end{align*}
$$

where $B_{i}=\sum_{j, k \in n(i), j \neq k} Z_{j} Z_{k}$ and $n(i)$ is the set of sites neighboring the site $i$. The coefficients are graphically shown in Fig. 6. At the critical point $\theta_{c}, \frac{\alpha_{3}}{\alpha_{1}} \approx 1.1$, while the other coefficients $\alpha_{2}, \alpha_{4}, \alpha_{5}$ are relatively small. For a comparison, the critical point of the 2d transverse field Ising model is given by $\left(\frac{\alpha_{3}}{\alpha_{1}}\right)_{\text {TFIS }} \approx 1.5$ [52].

In the case without post selection, the state after measurements is still the ground state of a local Hamiltonian, whose structure is similar to Eq. (30) but with the signs of the coefficients depending on the measurement outcomes (See Appendix. C 1). With randomly signed interaction coefficients, one may wonder whether there still exists a phase transition in this Hamiltonian as a function of $\theta$. If it exists, what is the nature of the transition? We will address this in Sec. V.

## IV. 3D CLUSTER STATES

## A. 3D SPT with $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ symmetry

The generalization of the previous results into three spatial dimensions is more diverse as there can be different types of cluster states. In 3D, we can consider a new type of cluster state, illustrated in Fig. 5(b), which
has a generalization of decorated domain wall (defect) construction for two 1 -form symmetries. In this model, qubits are defined on the edges and faces of a cubic lattice. Note that qubits on the faces live on the edges of the dual cubic lattice. This particular 3D cluster stabilizer Hamiltonian is written as the following:

$$
\begin{equation*}
H_{3 \mathrm{D} \mathrm{SPT}}=-\sum_{e} X_{e} \prod_{f \ni e} \boldsymbol{Z}_{f}-\sum_{f} \boldsymbol{X}_{f} \prod_{e \in f} Z_{e} \tag{31}
\end{equation*}
$$

where $f$ runs over all faces of the cubic lattice. Bolded symbols act on faces, and unbolded symbols act on edges. By multiplying stabilizers, we obtain that $\prod_{f \in c} \boldsymbol{X}_{f}=1$ for any cube $c$ and $\prod_{e \ni v} X_{e}=1$ for any vertex $v$. Here, generators of two 1 -form symmetries are defined on twodimensional surfaces:

$$
\begin{align*}
\mathbb{Z}_{2}^{(1)} \text { 1-form: } h_{\partial V} & \equiv \prod_{f \in \partial V} \boldsymbol{X}_{f} \\
\mathbb{Z}_{2}^{(1)} 1 \text {-form: } g_{\partial V} & \equiv \prod_{e \perp \partial \tilde{V}} X_{e} \tag{32}
\end{align*}
$$

where $V$ is a three-dimensional volume enclosed by cubic faces, and $\tilde{V}$ is an infinitesimally inflated version of $V$ which intersects with edges emanating from $V$. Therefore, $\partial V$ is a set of faces, while $\partial \tilde{V}$ is a set of edges. Without loss of generality, if we measure all faces to be $\boldsymbol{X}_{f}=1$, then we obtain that the resulting state has $\prod_{e \in f} Z_{e}=1$ and $\prod_{e \ni v} X_{e}=1$ for all $f$ and $v$, which gives the 3D toric code ground state.

Now, let us measure the qubits on the faces at angle $\theta$ (due to the dual nature of the system, we get the same physics by measuring edges). In this case, the post-measurement state in the $Z$-basis has its amplitudes given by the Boltzmann weight of the 3d Ising gauge theory (c.f. Eq. (3)). One can show that the 1 -form symmetry of the unmeasured model maps into the local gauge symmetry in the 3 d Ising gauge theory. With measurement outcomes $\left\{s_{f}\right\}$, the post-measurement state is expressed by

$$
\begin{align*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & \propto e^{-\frac{\beta}{2} \hat{H}}\left[\otimes_{n=1}^{N}\left|X_{e}=\prod_{f \ni e} s_{f}\right\rangle\right] \\
\hat{H} & \equiv-\sum_{f} s_{f} \prod_{e \in f} Z_{e} \tag{33}
\end{align*}
$$

Assume we shift $\hat{H}$ by the sum of local terms $A_{v} \equiv$ $\prod_{e \ni v} X_{e}$ to convert it into $\hat{H}_{\text {toric }}^{3 \mathrm{D}}$. Still, if we define $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ as above with this new Hamiltonian $\hat{H}_{\text {toric }}^{3 \mathrm{D}}$, the state would be the same because $A_{v}$ commutes with $\hat{H}$ and $A_{v}$ acts trivially on the initial state ${ }^{2}$. Therefore, the above equation is nothing but an imaginary time evolution by 3 D toric code Hamiltonian $\hat{H}_{\text {toric }}^{3 \mathrm{D}}$. On the

[^2]other hand, note that $\hat{H}$ itself corresponds to the 3 D Ising gauge theory with a random interaction sign $s_{f}$ at $\beta=\tanh ^{-1}(\cos \theta)$. Since the 3D Ising gauge theory has a finite temperature transition at $\beta_{c}^{3 \mathrm{D}}$ gauge $=0.76$, the correspondence implies that the confinement transition would happen at $\theta_{c} \approx 50^{\circ}$ with post-selection $s_{f}=1$.

For $\theta<\theta_{c}$, the expectation of the Wilson loop operator $W_{\Gamma}=\prod_{e \in \Gamma} Z_{e}$ over a loop $\Gamma$ decays exponentially with a perimeter law, which can be predicted based on the correspondence to the 3d Ising gauge theory (See Appendix. A 2 f). As a result, the preparation of threedimensional deconfined phase is robust. For $\theta>\theta_{c}$, $\left\langle W_{\Gamma}\right\rangle$ decays exponentially with an area law, which implies that the phase belongs to the trivial confined phase. At $\theta=\theta_{c}$, the state becomes critical. Its dynamical critical exponent can be obtained from the dynamics of 3 d classical Ising model [51, 53], which can be calculated by various methods. The parent Hamiltonian for the case without post-selection is in Appendix. C 2.

In comparison, the transition between the same two gapped phases is more commonly described by a $3 d$ toric code model in a single transverse field, where the transverse field term generates flux loop excitations. In that model, the direct transition between the two phases are mapped to Wegner's 4-dimensional lattice gauge theory [54], and it is known to be of first order [55, 56].

## B. 3D SPT with $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ symmetry

Note that one can also consider a different geometry for a 3D cluster state, where qubits reside at vertices and edges of a cubic lattice. This cluster state has a decorated domain wall construction of a $Z_{2} 0$-form and a $Z_{2}$ 2-form symmetries. By measuring vertices in $X$-basis with $s_{v}=1$, one can get the 3D toric code state. However, upon measuring vertices at angle $\theta$, the resulting topological order becomes unstable, which get mapped into a 3D 2-form Ising model (See Appendix. A 2 d). The post-measurement wavefunction is given by

$$
\begin{equation*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \propto e^{\frac{\beta}{2} \sum_{v} s_{v} \prod_{e \ni v} Z_{e}}\left[\otimes_{e}\left|X_{e}=\prod_{v \in e} s_{v}\right\rangle .\right. \tag{34}
\end{equation*}
$$

At finite $\theta$, the expectation value of Wilson surface operator $M_{\partial V} \equiv \prod_{e \in \partial V} \boldsymbol{Z}_{e}$ that measures 2-form symmetry defects decays with the volume enclosed by the surface,

$$
\begin{equation*}
\frac{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| \prod_{e \in \partial V} \boldsymbol{Z}_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle}{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle} \sim(\cos \theta)^{|V|} . \tag{35}
\end{equation*}
$$

For the state to be a topologically ordered, the above quantity should decay at most exponentially with the surface area. Therefore, there is no SSB of the 2 -form symmetry nor long-range entanglement. In a complimentary point of view, we can show that $\left\langle\prod_{e \in \mathcal{L}} \boldsymbol{X}_{e}\right\rangle_{\mathcal{P}_{s} \psi} \sim(\sin \theta)^{2}$ ( $\mathcal{L}$ is an open string), which indicates the anyon condensation occurs for any $\theta>0$.

In fact, $\theta=0$ is again a multicriticality point with the 3 D toric code state as the ground state. As one may guess from its similarity to the 2D toric code preparation case, this multi-critical point is captured by the Hamiltonian with $\mathrm{U}(1)$ pivot symmetry generated by $H_{\text {toric }}^{3 \mathrm{D}}$ [39]:

$$
\begin{equation*}
H=H_{0}+\cos ^{2} \theta H_{\mathrm{SPT}}+6 \cos \theta H_{\text {toric }}^{3 \mathrm{D}} \tag{36}
\end{equation*}
$$

whose detailed structure is illustrated in Appendix. C 3. Similar to the 1D and 2D examples, the state has parent Hamiltonian which is the interpolation of disordered, $\mathbb{Z}_{2}^{(2)} \times \mathbb{Z}_{2}^{\mathcal{T}}$ SPT, and topologically ordered states as illustrated in Fig. 4.

On the other hand, if we measure edges of this model, we obtain the wavefunction with amplitude given by the 3D Ising model (See Appendix. A 2 e). In this case, the long-range entanglement, i.e., GHZ-ness of the state, is robust as long as $\theta<\theta_{c} \approx 78^{\circ}$ if we post-select on $s_{e}=1$.

## V. POST SELECTION ISSUES

In the previous sections, we primarily discussed the properties of the post-measurement wavefunctions assuming post-selection on the measurement outcome $s_{i}=$ 1. However, this is highly restrictive since every time we run the experiment we will likely get a different measurement outcome. Indeed, the probability of getting the same measurement outcome decreases exponentially with the system size, so that correlations of the post-measurement wavefunction cannot be experimentally verified in a reasonable time, unless the system size is small.

In general, the measurement procedure generates an ensemble of quantum states with different measurement outcomes $s$, whose structure is given by the mixed state density matrix in the Kraus representation ${ }^{3}$ :

$$
\begin{equation*}
|\psi\rangle\langle\psi| \rightarrow \rho_{\theta} \equiv \sum_{s} \mathcal{P}_{s}|\psi\rangle\langle\psi| \mathcal{P}_{s}=\sum_{s} P_{s}(s) \frac{\left|\mathcal{P}_{s} \psi\right\rangle\left\langle\mathcal{P}_{s} \psi\right|}{\left\langle\mathcal{P}_{s} \psi \mid \mathcal{P}_{s} \psi\right\rangle} \tag{37}
\end{equation*}
$$

where $P_{s}(\boldsymbol{s})=\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ is the probability for the measurement outcome to be $s=\{s\}$. Without any post selection, one should consider the mixed state density matrix $\rho_{\theta}$, instead of pure states $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$. As we repeat the experiment, we will prepare a series of states $\left\{\left|\mathcal{P}_{\boldsymbol{s}_{1}} \psi\right\rangle,\left|\mathcal{P}_{\boldsymbol{s}_{2}} \psi\right\rangle, \ldots\right\}$, where the unmeasured degrees of freedom on each state can be measured only once. Then, one might well ask: Is it possible to extract any nontrivial information about the general properties of postmeasurement wavefunctions? In the following, we will demonstrate that this is possible, provided one classically "decodes", using the measurement results $\left\{s_{1}, s_{2}, ..\right\}$.

[^3]
## A. Probability distribution: measurement outcomes

To demonstrate the simplest yet interesting case, throughout this section, we consider measuring the qubits on the edges of the 2D cluster state where we have $N$ vertices, see Sec. IIIB. The probability distribution of the measurement outcome $s$ directly follows from Eq. (4):

$$
\begin{equation*}
P_{s}(\boldsymbol{s})=\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\frac{1}{2^{N} Z_{0}} \sum_{\sigma= \pm 1} e^{\beta \sum_{\langle i j\rangle} s_{i j} \sigma_{i} \sigma_{j}} \tag{38}
\end{equation*}
$$

where $Z_{0}=(2 \cosh \beta)^{2 N}$ since there are $N$ vertices and $2 N$ edges. Here, the sites are labelled by $i, j$ and $s_{i j}$ is the measurement outcome on the edge interconnecting the two nearest-neighbor sites. Using this probability distribution, one can show that the measurement outcomes satisfy the following correlations:

$$
\begin{equation*}
\mathbb{E}\left[\prod_{e \in \gamma_{\text {loop }}} s_{e}\right]=\sum_{s} P_{s}(\boldsymbol{s}) \prod_{e \in \gamma_{\text {loop }}} s_{e}=(\cos \theta)^{\left|\gamma_{\text {loop }}\right|} \tag{39}
\end{equation*}
$$

where $\left|\gamma_{\text {loop }}\right|$ is the length of an arbitrary closed loop along the edges. The calculation of the above expectation value is equivalent to the application of the Lemma described in Appendix. II. Or alternatively, can be obtained directly from Eq. (38), upon using $\tanh \beta=\cos \theta$.

## B. Random Bond Ising Model

The correlation of the measurement outcomes characterized by Eq. (39) is in a very particular form, and one may ask whether there is any simpler probability distribution that reproduces the same correlation structure. Indeed, consider the distribution of $s$ where each edge is chosen independently with probability $p\left(s_{e}\right)=$ $\left(1+s_{e} \cos \theta\right) / 2$. This is the distribution of bonds in the canonical random bond Ising model (RBIM) [57],

$$
\begin{equation*}
P_{s}^{\mathrm{RBIM}}(\boldsymbol{s}) \equiv \prod_{e} p^{\mathrm{RBIM}}\left(s_{e}\right)=\prod_{e}\left(\frac{1+s_{e} \cos \theta}{2}\right) \tag{40}
\end{equation*}
$$

This distribution function can be conveniently reexpressed as $p^{\mathrm{RBIM}}\left(s_{e}\right)=\frac{\sin \theta}{2} e^{b s_{e}}$ where $e^{b}=\frac{1+\cos \theta}{\sin \theta}$. Equivalently, $b=\tanh ^{-1}(\cos \theta) \equiv \beta$, as in Eq. (4). Under this probability distribution, one can show that

$$
\begin{align*}
\mathbb{E}\left[\prod_{e \in \gamma} s_{e}\right] & =\sum_{n=0}^{l}\binom{l}{n}(-1)^{l-n} p_{+}^{n}\left(1-p_{+}\right)^{l-n} \\
& =\left(p_{+}-\left(1-p_{+}\right)\right)^{l}=(\cos \theta)^{l} \tag{41}
\end{align*}
$$

where $l$ is the length of the loop $\gamma$. This is exactly the same as in Eq. (39), and one may suspect a close connection between $P_{s}(s)$ and $P^{\mathrm{RBIM}}(s)$. Indeed, $P_{s}(s)$
can be obtained by a gauge symmetrization procedure on $P_{s}^{\mathrm{RBIM}}(s)$, defined as the following:

$$
\begin{align*}
\tilde{P}_{s}^{\mathrm{RBIM}}(s) & \equiv \frac{1}{2^{N}} \sum_{t_{i}= \pm 1} \prod_{\langle i j\rangle} p^{\mathrm{RBIM}}\left(t_{i} s_{i j} t_{j}\right) \\
& =\frac{1}{2^{N}} \sum_{t_{i}= \pm 1}\left(\frac{\sin \theta}{2}\right)^{2 N} e^{\sum_{\langle i j\rangle} \beta t_{i} s_{i j} t_{j}} \\
& =\frac{1}{2^{N} Z_{0}} \sum_{t_{i}= \pm 1} e^{\sum_{\langle i j\rangle} \beta t_{i} s_{i j} t_{j}}=P_{s}(s) \tag{42}
\end{align*}
$$

where the set of variables $\boldsymbol{t}=\left\{t_{i}\right\}$ are defined on the vertices.

## C. Gauge-Invariant Structure: Frustration

We have demonstrated that there is a connection between $P_{s}(s)$ and $P_{s}^{\text {RBIM }}(s)$. In order to gain more insight, we can think about correlation structures of the post-measurement wavefunction. According to Eq. (29), correlations of the post-measurement wavefunction $\left|\mathcal{P}_{s} \psi\right\rangle$ are determined by the partition function $Z_{\beta}[\boldsymbol{s}]=$ $\sum_{\{\sigma\}} e^{\beta \sum_{\langle i j\rangle} s_{i j} \sigma_{i} \sigma_{j}}$, since

$$
\begin{equation*}
\frac{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{i} Z_{j}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle}{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle}=\frac{1}{Z_{\beta}[\boldsymbol{s}]} \sum_{\{\sigma\}} \sigma_{i} \sigma_{j} e^{\beta \sum_{\langle i j\rangle} s_{i j} \sigma_{i} \sigma_{j}} . \tag{43}
\end{equation*}
$$

Viewing $\boldsymbol{s}=\left\{s_{i j}\right\}$ as a set of gauge fields and $\boldsymbol{\sigma}=\left\{\sigma_{i}\right\}$ as a set of matter fields, one can think about the gauge transformation defined by $\boldsymbol{t}=\left\{t_{i}\right\}$,

$$
\begin{equation*}
\tilde{\sigma}_{i}=t_{i} \sigma_{i}, \quad \tilde{s}_{i j}=t_{i} s_{i j} t_{j}, \quad t_{i}= \pm 1 \tag{44}
\end{equation*}
$$

Since the partition function is invariant under the change of variables to be summed over, $Z_{\beta}[s]=Z_{\beta}[\tilde{s}]$. Moreover, the probability distribution function, $P_{s}(s) \propto Z_{\beta}[s]$ is also invariant under any gauge transformation by $\boldsymbol{t}$.

This gauge transformation defines equivalence classes: $\boldsymbol{s}$ and $\boldsymbol{s}^{\prime}$ belong to the same equivalence class if there exists $\boldsymbol{t}$ such that $\boldsymbol{s}$ can be transformed into $\boldsymbol{s}^{\prime}$ under Eq. (44), denoted by $s \sim s^{\prime}$. Then, correlation functions of two gauge-equivalent post-measurement wavefunctions $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ and $\left|\mathcal{P}_{\boldsymbol{s}^{\prime}} \psi\right\rangle$ are related as

$$
\begin{equation*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{i} Z_{j}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=t_{i} t_{j}\left\langle\mathcal{P}_{\boldsymbol{s}^{\prime}} \psi\right| Z_{i} Z_{j}\left|\mathcal{P}_{\boldsymbol{s}^{\prime}} \psi\right\rangle \tag{45}
\end{equation*}
$$

Therefore, up to an overall sign $t_{i} t_{j}$ (which is important in an actual experimental detection), one concludes that the correlation functions only depend on the gaugeinvariant structure.

The gauge-invariant structure, i.e., the equivalence class of a given measurement outcome $s$, can be completely specified by the flux (frustration) configuration $\boldsymbol{m} \equiv\left\{m_{p}\right\}$. Note that there are two types of fluxes: (i) flux per plaquette $m_{p}$ and (ii) flux along the noncontractible loop (cycle) $m_{C}$ :

$$
\begin{equation*}
m_{p} \equiv \prod_{e \in p} s_{e}, \quad m_{C} \equiv \prod_{e \in C} s_{e}, \quad m= \pm 1 \tag{46}
\end{equation*}
$$



FIG. 7. (a) An example of the flux configuration where colored plaquettes have $m_{p}=-1$. Thick red lines correspond to antiferromagnetic bonds with $s_{e}=-1$. (b) The density of negative fluxes as function of $p_{+}$in RBIM. (c) The phase diagrams for the 2D random bond Ising model [35]. Here, the red line is called a Nishimori line [33], where $\left(p_{+}, \beta\right)=$ $\left((1+\cos \theta) / 2, \tanh ^{-1}(\cos \theta)\right)$.
where $C$ is a non-contractible loop. As we assume periodic boundary condition, $\prod_{p} m_{p}=1$ and there are $2^{N-1}$ distinct plaquette flux configurations. In addition, there are two additional fluxes coming from two distinct cycles $C_{1}$ and $C_{2}$. Therefore, there are total $2^{N+1}$ distinct equivalence classes. The counting matches since there are $2^{2 N}$ possible measurement outcomes $\boldsymbol{s}$ with $2^{N-1}$ distinct gauge transformation $\boldsymbol{t}$ (having all $t_{i}=-1$ does not change $\boldsymbol{s}$ ). For convenience, we will collectively denote two different types of fluxes as just $m_{p}$, and $\boldsymbol{m} \equiv\left\{m_{p}\right\}$ denotes $N+1$ fluxes.

Given a probability distribution of $\boldsymbol{s}, P_{m}(\boldsymbol{m})$ can be directly evaluated by summing over all gauge-equivalent configurations: $P_{m}(\boldsymbol{m})=\sum_{s \sim s_{m}} P_{s}(\boldsymbol{s})=2^{N-1} P_{s}\left(\boldsymbol{s}_{\boldsymbol{m}}\right)$ where $s_{\boldsymbol{m}}$ is a representative element of the equivalence class defined by $\boldsymbol{m}$. Since the probability distribution of $\boldsymbol{m}$ only depends on the gauge-invariant structure, it follows that

$$
\begin{equation*}
P_{m}(\boldsymbol{m})=P_{m}^{\mathrm{RBIM}}(\boldsymbol{m}) \tag{47}
\end{equation*}
$$

In fact, correlation functions of all fluxes through arbitrary loops in Eq. (39) uniquely specify the distribution of fluxes through individual plaquettes, $P_{m}(\boldsymbol{m})$, as proved in Appendix. D.

Mapping the measurement outcomes into flux configurations helps clarify the physics of interest. For example, at $\theta=0$, Eq. (39) translates into,

$$
\begin{equation*}
\mathbb{E}\left[m_{p}\right]=1 \quad \Leftrightarrow \quad P_{m}\left(m_{p}=1\right)=1 \tag{48}
\end{equation*}
$$

which means that we always get a frustration-free configuration at $\theta=0$. Although there are $2^{N-1}$ possible different measurement results, $\boldsymbol{s}$, compatible with $m_{p}=1$, it is always possible to find a gauge transformation, $\boldsymbol{t}$, which maps a given measurement outcome $s$ into
the fully-ferromagnetic configuration $s^{\mathrm{FM}}$ with $s_{i j}^{\mathrm{FM}}=1$. And these gauge transformations can be found efficiently, within a time linear in the system size. The above reasoning implies that the ensemble of states represented by $\rho_{\theta}$ in Eq. (37) at $\theta=0$, correspond to the gauge choices present in the well-known Mattis Ising model [58], where $H=-\sum_{i j} J_{i j} \sigma_{i} \sigma_{j}$ with $J_{i j}=\epsilon_{i} \epsilon_{j}$ for random $\epsilon_{i}= \pm 1$. This problem is readily mapped to the pure ferromagnetic Ising model, since its random bonds have no frustration.

## D. Phase Diagram of 2D RBIM

Before further pursuing the close correspondence between the ensemble of quantum states generated in our setup and the ensemble of classical thermal states generated by the distribution of the random bond Ising model, we first review the physics of the 2 D random bond Ising model (RBIM).

The 2D random bond Ising model has the phase diagram illustrated in Fig. 7(c), where the two axes are the probability of negative (antiferromagnetic, AFM) bonds $p_{-}=1-p_{+}$and the temperature $\beta^{-1}$. There are three phases: ferromagnet (FM), paramagnet, and spin glass. For $p_{-}=0$ the model is simply the ferromagnetic Ising model, and the Ising transition happens at $\beta_{c}^{-1}=2.27$. At zero temperature, there is a phase transition between the ferromagnetic (FM) phase and a spin glass (SG) phase, occurring at $p_{c}=0.104$ [59]. This transition is driven by the increase in density of the frustrated plaquettes $\left(m_{p}=-1\right)$, which grows monotonically with $p_{-}$, as shown Fig. 7(b) [60]. In 2D, the SG phase is unstable at $T>0$, immediately transitioning into a paramagnetic phase. The general phase boundary between ferromagnet and paramagnet is shown by a dashed line.

There is an interesting manifold in the parameter space where $e^{2 \beta}=p_{+} / p_{-}$, which is called the Nishimori line [33, 34] drawn as a red line in Fig. 7(c). On the Nishimori line a gauge symmetry allows for a series of exact results [61-63] and invariance under the RG transformation [64]. The line crosses the phase boundary around $p_{c}^{N}=0.1094(2)$ [35]. Interestingly, when we make a correspondence with $\rho_{\theta}$, the trajectory in the 2D RBIM is given by $(p, \beta)=\left((1+\cos \theta) / 2, \tanh ^{-1}(\cos \theta)\right)$, which exactly coincides with the Nishimori line.

The FM and PM phases in the Ising model can be distinguished by the ferromagnetic susceptibility,

$$
\begin{equation*}
\langle\chi(\boldsymbol{s})\rangle_{\beta} \equiv \frac{1}{N} \sum_{i, j}\left[\frac{1}{Z_{\beta}[\boldsymbol{s}]} \sum_{\boldsymbol{\sigma}} \sigma_{i} \sigma_{j} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} s_{i j} \sigma_{j}}\right] . \tag{49}
\end{equation*}
$$

After averaging over disorder realizations, one obtains,

$$
\begin{align*}
\overline{\langle\chi(s)\rangle_{\beta}} & \mathrm{RBIM}
\end{align*} \equiv_{s} P_{s}^{\mathrm{RBIM}}(s)\langle\chi(s)\rangle_{\beta} .
$$

## E. Decoding Measurement-Prepared Quantum States

We just showed that on average, the ensemble of thermal states from 2D RBIM exhibits ferromagnetic longrange correlations for $p_{-}<p_{c}$ along the Nishimori line. From Eq. (42), one can deduce that on average, the ensemble of post-measurement wavefunctions in $\rho_{\theta}$ should also exhibit long-range correlations for $\theta<\theta_{c}$ where $\theta_{c}=\cos ^{-1}\left(1-2 p_{c}\right)$. However, each post-measurement wavefunction is long-range ordered with arbitrary spindirections for different sites, and we anticipate long-range correlation to be hidden in most of the post-measurement wavefunctions. In this case, would it be possible to experimentally detect this long-range correlation of the ensemble of quantum states in $\rho_{\theta}$ ?

If one is possible to obtain exponential amount of measurement outcomes, decoding this hidden ferromagnetic correlation is a simple task. With enough data for each measurement outcome $\boldsymbol{s}$, one can perform a direct tomography on each $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$, and calculate a certain observable identifying whether the resulting state is long-range ordered or not. Then, by evaluating a weighted-average of this observable over all post-measurement wavefunctions, one can talk about the behavior of the ensemble $\rho_{\theta}$. However, for a realistic detection (or identification) of long-range order in the ensemble of quantum states prepared by the setup in Fig. 1, we want the measurement complexity to be polynomial in the systems size.

In the following, we discuss the experimental protocol to efficiently detect long-range order in $\rho_{\theta}$ without any need for post selection. To this end, let $\boldsymbol{\sigma}=\left\{\sigma_{i}\right\}$ be the measurement outcomes of the qubits on the vertices in the $Z$-basis, see Fig. 2. One might naively attempt to extract the correlation function in a way similar to Eq. (49):

$$
\begin{equation*}
\left\langle C_{i j}\right\rangle_{\mathcal{P}_{\boldsymbol{s}} \psi} \equiv \frac{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{i} Z_{j}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle}{\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle} \tag{51}
\end{equation*}
$$

where an expression for this correlator is given in Eq. (43). However, upon averaging over the measurement outcomes $s$, this quantity vanishes identically:

$$
\begin{align*}
{\overline{\left\langle C_{i j}\right\rangle_{\mathcal{P}_{s} \psi}}}^{\rho} & =\sum_{s} P_{s}(s)\left\langle C_{i j}\right\rangle_{\mathcal{P}_{s} \psi} \\
& =\sum_{s}\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{i} Z_{j}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=0 . \tag{52}
\end{align*}
$$

This result can also be understood by considering the distribution of $\boldsymbol{\sigma}$ for the measurement results on the vertices, after averaging over all $s$, which gives a uniform distribution:

$$
\begin{align*}
P_{\sigma}(\{\sigma\}) & =\operatorname{Tr}\left(\rho_{\theta}|\boldsymbol{\sigma}\rangle\langle\boldsymbol{\sigma}|\right) \\
& =\sum_{\boldsymbol{s}}\left|\left\langle\boldsymbol{\sigma} \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle\right|^{2}=1 / 2^{N} \tag{53}
\end{align*}
$$

Being ignorant of the measurement outcomes on the edges, it is not possible to detect any ordering for the
qubits on the vertices, regardless of the value of $\theta$. As we shall see, it will be necessary to use the measurement outcome, $s$, in order to "decode" the "hidden" FM order.

First consider the simplest case, with $\theta=0$. As we have discussed, in this case $s$ is always frustration-free, with no frustrated plaquettes $\left(m_{p}(\boldsymbol{s})=+1\right)$. As a result, it is always possible to find a gauge transformation $\boldsymbol{t}$ (in a time linear in $N$ ) such that the underlying Hamiltonian (Eq. (29)) can be mapped into the fully ferromagnetic Ising model. In other words, for any given measurement outcomes $\boldsymbol{s}$, we can construct a gauge transformation $\boldsymbol{t}(\boldsymbol{s})$, and then calculate (or measure) the following correlation function:

$$
\begin{equation*}
C_{i j}^{\text {decode }} \equiv \sum_{s} P_{s}(s) t_{i}(s) t_{j}(s)\left\langle C_{i j}\right\rangle_{\mathcal{P}_{s} \psi} \tag{54}
\end{equation*}
$$

This correlator should exhibit the correlations of the GHZ state $|00 \ldots\rangle+|11 \ldots\rangle$, i.e., the groundstate of the ferromagnetic Ising model. By using $C_{i j}^{\text {decode }}$ to evaluate the ferromagnetic susceptibility $\chi^{\text {decode }} \equiv \frac{1}{N} \sum_{i j} C_{i j}^{\text {decode }}$, we can obtain $\chi^{\text {decode }}=N$. Experimentally, for each state prepared by measuring the edge qubits, we can make a single measurement of the vertex qubits, and average over the sequence of prepared states using the above formula.

Moreover, from measurements of (any) single vertex qubit over repeated experiments, one would be able to show that the average magnetization vanishes,

$$
\begin{equation*}
m_{i}^{\text {decode }} \equiv \sum_{s} P_{s}(s) t_{i}(s)\left\langle Z_{i}\right\rangle_{\mathcal{P}_{s} \psi}=0 \tag{55}
\end{equation*}
$$

This would imply that the prepared quantum states on the vertices are not only ferromagnetic, but also GHZlike. The fact that $\prod_{v} X_{v}=1$ through the experimental setup before the measurement on vertices also guarantees that it is the GHZ state with coherent superposition.

What if $\theta>0$ ? In this case, $P_{s}(s)$ starts to generate frustrated configurations with non-zero probabilities, as in Fig. 7(b). In this case the decoding will require finding a gauge transformation which takes the (signs of the) resulting measurement outcomes, $s$, into those for the RBIM.

The key part of the protocol, that we detail below, is to obtain a set of gauge-equivalent configurations based on a certain RBIM distribution (which has a bias on FM bonds) characterized by $\varphi$. From various numerical simulations [59, 65, 66], we already know that 2D RBIM exhibits a ferromagnetic ordering with diverging ferromagnetic susceptibility. Therefore, for a flux configuration $\boldsymbol{m}_{\boldsymbol{s}}$ determined by $\boldsymbol{s}$, if we can obtain a set of configurations likely to be generated by the RBIM and calculate a usual ferromagnetic order parameter in each gauge and average over them, we should be able to decode the ferromagnetic ordering hidden in the randomness of the measurement outcomes $\boldsymbol{s}$. Although we have now introduced a fancy term - "decoding" - this is exactly what we $\operatorname{did}$ at $\theta=0$.

We thus propose the decoding protocol for the 2D cluster state measured on edges as the following:

Protocol 1: Decoding FM Order Parameter
1 Inputs. For each quantum experiment illustrated in Fig. 2 with the cluster entangler and unitary rotation by $\theta$, the observer extracts (i.e. measures) $s=\{s\}$ on edges in the $X$-basis, and $\boldsymbol{\sigma}=\{\sigma\}$ on vertices in the $Z$-basis.
2 Transform : Calculate the flux configuration $\boldsymbol{m}_{s}=\left\{m_{p}\right\}$ from given measurement outcome on edges $\boldsymbol{s}$.
3 Computation : Stochastic sampling of $\tilde{s}$ conditioned on the flux configuration $\boldsymbol{m}_{s}$ under the decoder's probability distribution:

$$
\begin{equation*}
P_{s \mid m}^{\mathrm{dec}}(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}) \quad \rightarrow \quad\left\{\tilde{\boldsymbol{s}}^{1}, \tilde{\boldsymbol{s}}^{2}, \tilde{\boldsymbol{s}}^{3}, \ldots\right\} \tag{56}
\end{equation*}
$$

For our decoder, we use a specific decoder distribution $P_{s}^{\text {dec }}=P_{s, \varphi}^{\mathrm{RBIM}}$, which is defined by the independent bond distribution with
$p(s)=(1+s \cos \varphi) / 2$, and given explicitly below in Eq. (58). Note that $\varphi$ is not necessarily equal to the rotation angle $\theta$, although $\varphi=\theta$ would be an optimal choice to perfectly decode the hidden correlations in $\rho^{\theta}$ (which is accessible with post-selections). This step is repeated enough to generate a sequence of different bond configurations $\boldsymbol{S} \equiv\left\{\tilde{\boldsymbol{s}}^{n} \mid n=1,2, \ldots\right\}$.
4 Gauge Transformation: For each $\tilde{\boldsymbol{s}}^{n} \in S$, find a gauge transformation $\boldsymbol{t}^{n}$ from $\boldsymbol{s}$ to $\tilde{\boldsymbol{s}}^{n}$. This takes a time linear in the system size. Denote $T \equiv\left\{\boldsymbol{t}^{n}\right\}$.
5 Evaluation: Calculate the correlation function

$$
\begin{equation*}
C_{i j}^{\mathrm{decode}}(\boldsymbol{s}, \boldsymbol{\sigma}) \equiv \frac{1}{|T|} \sum_{\boldsymbol{t}^{n} \in T} t_{i}^{n}(\boldsymbol{s}) t_{j}^{n}(\boldsymbol{s}) \sigma_{i} \sigma_{j} . \tag{57}
\end{equation*}
$$

6 Repeat above : And average the correlation function

An explicit expression for the decoder probability distribution function is

$$
\begin{align*}
P_{s \mid m}^{\mathrm{dec}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{s}\right) & \propto \delta\left(\boldsymbol{m}_{\boldsymbol{s}}-\boldsymbol{m}_{\tilde{\boldsymbol{s}}}\right) \cdot P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) \\
& =\delta\left(\boldsymbol{m}_{\boldsymbol{s}}-\boldsymbol{m}_{\tilde{\boldsymbol{s}}}\right) \cdot \prod_{\langle i j\rangle}\left(1+\tilde{s}_{i j} \cos \varphi\right) / 2 \tag{58}
\end{align*}
$$

which vanishes if $\tilde{\boldsymbol{s}} \nsim \boldsymbol{s}$, i.e., $\boldsymbol{m}_{\tilde{\boldsymbol{s}}} \neq \boldsymbol{m}_{\boldsymbol{s}}$. We note that this can be re-written as,

$$
\begin{equation*}
P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}})=C e^{\beta_{\varphi} \sum_{\langle i j\rangle} \tilde{s}_{i j}}=C^{\prime} e^{-\beta_{\varphi} N_{\mathrm{AFM}}} \tag{59}
\end{equation*}
$$

where $\tanh \beta_{\varphi}=\cos \varphi$ and $N_{\mathrm{AFM}}$ is the total number of anti-ferromagnetic bonds ( $\tilde{s}_{i j}=-1$ ) in the configuration $\tilde{\boldsymbol{s}}$. Notice that for $\varphi \rightarrow 0$, one has $\beta_{\varphi}^{-1} \rightarrow 0$, and the decoder selects the configuration of $\tilde{\boldsymbol{s}}$ which minimizes $N_{\mathrm{AFM}}$. For a given flux configuration, $\boldsymbol{m}_{s}$, this minimization can be achieved in polynomial time using the protocol called minimal weight perfect matching, as we discuss further, below.

We emphasize that the decoder's probability distribution reflects our initial bias (knowledge) on the underlying structure of the measurement outcomes. By choosing


FIG. 8. (a) The histogram of $10^{6}$ gauge-equivalent configurations with respect to the number of ferromagnetic bonds, where the reference configuration is generated by $P^{\text {RBIM }}(s)$ with $p_{+}=0.9$. where the density of negative fluxes is $n_{-}=0.3$ and the system size $N=2500$. (b) Four gaugeequivalent configurations with different number of ferromagnetic bonds. Here thick red lines represent the AFM bonds, which are crossed by pink lines.
$P_{s \mid m}^{\mathrm{dec}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{s}\right)=\delta\left(\boldsymbol{m}_{\boldsymbol{s}}-\boldsymbol{m}_{\tilde{\boldsymbol{s}}}\right) P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}})$, we are implicitly assuming that the underlying (gauge invariant) structure of $\rho_{\theta}$ to be equivalent to the that of the RBIM with $p_{+}=(1+\cos \varphi) / 2$. In fact, the optimal choice of "bias" is very important. If the sampling is performed by $P_{s, \varphi}^{\mathrm{RBIM}}$ with $\varphi=\theta$, we can show that the decoded order parameter averaged over ensemble of states rigorously equates to the ferromagnetic susceptibility of the 2D RBIM in Eq. (50), see Appendix. F for the detailed proof.

To do the proposed sampling, one may perform a Monte Carlo simulation of the conditional probability distribution in Eq. (58), where the Monte Carlo update is constrained to conserve the flux configuration, $\boldsymbol{m}_{s}$. With enough measurement outcomes, this procedure will reproduce the disorder average result of the RBIM, and we can decode the hidden information in the density matrix $\rho_{\theta}$. While full convergence might be slow, especially at low temperatures for the Ising model, if $\theta$ is small, even a few experimental iterations accompanied with the decoding protocol would be able to tell whether the resulting mixed state has the long-range entanglement or not. The procedure is summarized in Fig. 2.

## F. Optimal choice of Decoder

In the previous section, we provided a decoding protocol using Eq. (58) with a free parameter $\varphi$, and claimed that at $\varphi=\theta$ we can optimally decode the hidden ferromagnetic correlation in $\rho_{\theta}$. For a generic value of $\varphi$, we can prove that the decoded correlation function averaged over different measurement outcomes would approach to the following quantity (See Appendix. F):

$$
\begin{equation*}
{\overline{\left\langle C_{i j}^{\text {decode }, \varphi}\right.}}{ }^{\rho_{\theta}}={\overline{\left\langle C_{i j}\right\rangle_{\beta_{\varphi}}}}^{\mathrm{RBIM}, p_{\theta}} \tag{60}
\end{equation*}
$$

which is the disorder-averaged correlation function of the RBIM with the bond probability $p_{\theta}(s)=(1+s \cos \theta) / 2$



FIG. 9. Simulated experiment results where we use the fast decoding protocol elaborated in Sec. V G. Here we considered $1.5 \times 10^{3}$ measurement outcomes $(s, \boldsymbol{\sigma})$ at $L=12,16, \ldots, 32$. The dashed red line represents the true transition point $\theta_{c}=38.6^{\circ}\left(p_{c}=0.109\right.$ [59]). (a) Normalized decoded susceptibility $\chi_{\mathrm{dec}} / L^{2}$ and (b) Variance of the decoded susceptibility normalized by $L^{2}$. Note that $\chi_{\mathrm{dec}} / L^{2}$ approaches to the squared average magnetization in the thermodynamic limit. While the crossing point of the $\chi^{2} / L$ is below the true transition point, the peak of the variance is roughly around the true transition point.
at the inverse temperature $\beta_{\varphi}=\tanh ^{-1}(\cos \varphi)$.
The Eq. (60) holds for any generic observable, such as magnetization. Once decoded observables are brought into the form in the RHS, the resulting quantity related to the decodability of the underlying ferromagnetic correlation is maximized when $\beta_{\varphi}=\beta$ (i.e. $\varphi=\theta$ ), as was pointed out by Nishimori [67]. When $\varphi \neq \theta$, the decodability can only decrease in that the decoded correlation function would falsely alarm the absence of the ferromagnetic ordering in $\rho_{\theta}$, although the ferromagnetic ordering is still present. This can also be visually understood: in the phase diagram of the 2D RBIM in Fig. 7(c), we observe that for a given value of $p_{c}$ at the Nishimori line, the critical state becomes immediately paramagnetic either for $T>T_{c}^{N}$ or $T<T_{c}^{N}$. For a given $p$ for the RBIM, the ferromagnetic nature of the thermal state is maximized at the Nishimori temperature $T^{N}(p)$. It implies that the decoded signal is optimal only if $\varphi=\theta$.

## G. Faster Decoding

The above discussion established that we can decode the underlying structure perfectly as long as the optimal decoder is precisely implemented. However, implementation requires importance sampling, using for example a Monte Carlo algorithm, and the convergence on a time scale polynomial in the system size is not rigorously guaranteed. As we now discuss, a non-optimal decoder with $\varphi \rightarrow 0$ can be implemented efficiently, in polynomial times scaling as $N^{3}$. In this limit we are trying to minimize the number of anti-ferromagnetic bonds, with a constraint on the flux configuration, as demonstrated explicitly in Eq. (59). This is equivalent to finding a solu-
tion of minimum weight matching problem (MWMP). For example, if we have a configuration with two frustrated plaquettes $m_{p}=m_{p^{\prime}}=-1$, a gauge-equivalent configuration that minimizes the number of AFM bonds would be the one where the bonds along the shortest path between $p$ and $p^{\prime}$ are set to be AFM, and the other bonds are FM. In Fig. 8(b), the top left panel represents the configuration with minimum weight matching (there are other degenerate solutions), while the other three panels represent configurations with the same $\boldsymbol{m}$ but more AFM bonds. Note that the number of AFM bonds is equal to the total length of crimson lines connecting pairs of fluxes with $m_{p}=-1$. Note the similarity with the error correction from syndrome detection for Pauli errors in the toric code [68]. The detailed formulation of the MWPM is elaborated in Appendix. G.

In general, the MWPM problem can be solved by Edmond's blossom algorithm with a worst-case polynomial time complexity $\mathcal{O}\left(M^{3} \log M\right)$ [69], where $M$ is the number of frustrated plaquettes $\left(m_{p}=-1\right)$. Since the algorithm is polynomial in $M$, the MWPM problem can be efficiently solved. Of course, one may look for a faster method with a small approximation since we are already not using an optimal decoder. By using a method called Goemans-Williamson algorithm whose worst-case time complexity is given by $\mathcal{O}\left(M^{2} \log M\right)$, one can obtain an approximate solution which is very close to the optimal solution very quickly [70]. Or, one can sparsify the original graph of frustrations (c.f. Appendix. G) controlled by a sparsification parameter, reducing the time complexity down to $\mathcal{O}\left(M^{2}\right)$ without sacrificing accuracy too much [68]. Using a usual laptop, the run-time for the usual frustration configuration at $\theta=25^{\circ}$ for 1,000 lattice sites is about 1 second for a rigorous MWPM algorithm, and $10^{-2}$ second for a sparsified MWPM algorithm [68]. ${ }^{4}$

We remark that in order to rigorously obtain the decoder limit $\varphi=0$ in Eq. (60), one has to sample over the entire list of degenerate solutions of the MWPM problem. For example, since we are on the square grid, there are already significant degeneracies in the solution due to the fact that the shortest path between two vertices $v$ and $v^{\prime}$ is not unique in the square lattice. Furthermore, for a given MWPM problem, there can be multiple optimal solutions. In principle, in order to obtain the disorderaveraged RBIM behavior at $\varphi=0$, which is isotropic, one should average over degenerate solutions (c.f. Eq. (57)) for each measurement data $(\boldsymbol{s}, \boldsymbol{\sigma})$. Instead, if we choose a single solution of the MWPM and corresponding $\tilde{s}$ to calculate the decoded correlation function, we would get an anisotropic correlation function. However, ferromagnetic susceptibility $\chi$ would still diverge with $N$ as long

[^4]as $\theta$ is not too close to $\theta_{c}$. We thus propose the following fast decoding protocol:

```
Protocol 2: Fast Decoding FM Order Parameter
1 Inputs. / Transform : Same.
2 Computation: Find a maximally ferromagnetic
    bond configuration for a given flux configuration \(\boldsymbol{m}\)
        1. Mapping into the minimum weight matching
        problem and solve using a certain classical
        algorithm [68-70].
        2. Assign \(s_{e}=-1\) along the MWPM solution path,
        and \(s_{e}=+1\) for all other bonds \(\Rightarrow\) obtain \(\tilde{\boldsymbol{s}}\).
```

    Gauge Transformation / Evaluation: Same.
    
## H. Numerical Verification of Fast Decoding

In Fig. 9, we have demonstrated the performance of the fast decoding protocol where the gauge transformation for each measurement outcome is calculated only once using the MWPM algorithm, ignoring other degenerate solutions. In order to simulate the experimental procedure, we sampled the measurement outcomes from the distribution $P(\boldsymbol{s}, \boldsymbol{\sigma})$, which is given by

$$
\begin{equation*}
P_{s, \sigma}(\boldsymbol{\sigma}, \boldsymbol{s})=P_{s \mid \sigma}(\boldsymbol{s} \mid \boldsymbol{\sigma}) P_{\sigma}(\boldsymbol{\sigma}) \tag{61}
\end{equation*}
$$

The conditional probability $P_{s \mid \sigma}(\boldsymbol{s} \mid \boldsymbol{\sigma})$ can be obtained as

$$
\begin{equation*}
P_{s \mid \sigma}(\boldsymbol{s} \mid \boldsymbol{\sigma})=\left[\frac{P_{\sigma \mid s}(\boldsymbol{\sigma} \mid \boldsymbol{s}) P_{s}(\boldsymbol{s})}{P_{\sigma}(\boldsymbol{\sigma})}\right]=\frac{1}{Z_{0}} \prod_{\langle i j\rangle}\left[e^{\beta s_{i j} \sigma_{i} \sigma_{j}}\right] \tag{62}
\end{equation*}
$$

where we use the Bayes rule, Eq. (38), and Eq. (53). The above result implies that we can sample the measurement outcomes ( $\boldsymbol{\sigma}, \boldsymbol{s}$ ) using the following two steps: (1) Sample $\boldsymbol{\sigma}$ using the uniform distribution in Eq. (53). (2) Conditioned on $\boldsymbol{\sigma}$, sample $\boldsymbol{s}$ using Eq. (62) where the distribution decomposes into the independent distribution of each bond $s_{i j}$. Therefore, one can efficiently simulate the experimental setup and measurement outcomes without knowing exact quantum states under the quantum circuit evolution.

For the system size $L \in[12,16, \ldots, 32]$ and rotation angle $\theta \in\left[0,60^{\circ}\right]$, we repeated the simulated experiment $1.5 \times 10^{3}$ times using the above sampling method. Then, based on the obtained set of $\left\{(\boldsymbol{\sigma}, \boldsymbol{s})_{i}\right\}$, we performed the fast decoding protocol to calculate the decoded susceptibility $\chi_{\text {dec }} \equiv \frac{1}{L^{2}} \sum_{i j} C_{i j}^{\text {dec }}(s, \boldsymbol{\sigma})$. The entire simulations (sweeping over different $L$ and $\theta$ ) take about an hour using a laptop, and we have verified that the fast decoding algorithm works well, especially deep in the ferromagnetic phase. Interestingly, the uncertainty of the decoded susceptibility, i.e., $\left\langle\chi^{2}\right\rangle-\langle\chi\rangle^{2}$ diverges around the genuine critical point $p_{c}=0.109$ [59], signalling the true phase transition.

## I. Tuning away from Nishimori Line

After optimal decoding, the post-measurement state would move along the red line in Fig. 7(a), crossing the unstable fixed point at the transition angle $\theta_{c}=$ $38.6^{\circ}$ [35]. This means that majority of the postmeasurement wavefunctions in the density matrix $\rho_{\theta}$ exhibits long-range correlation (GHZ-ness) for $\theta<\theta_{c}$, and for $\theta>\theta_{c}$, they do not. Furthermore, by using the optimal decoding protocol, one can even study the critical behavior at $\theta=\theta_{c}$, which would exhibit power-law decaying correlation functions.

However, note that the fixed point is unstable; if we can slightly deviate either upward or downward along the trajectory, we can access both the pure ferromagnetic Ising and $T=0$ random bond Ising FM to spin glass universality classes. What ultimately affects the physics of the random bond Ising model is the density of frustrations as illustrated in Fig. 7(a). For our experimental protocols, the number of frustrated plaquettes is monotonically increasing with $\theta \in[0, \pi / 2]$. If we can somehow manipulate the density of frustrated plaquettes in the ensemble of post-measurement wavefunctions, we can deviate from the red trajectory (Nishimori line) at a given inverse temperature.

There are several ways to achieve this. Firstly, we could post-select on configurations with the density of frustrated plaquettes strictly larger or smaller than the average value. As the measurement outcomes $s$ would generate a distribution of $\boldsymbol{m}_{\boldsymbol{s}}$, by focusing on a certain portion of the measurement outcomes (which still scales nicely), one can move away from the Nishimori line. Secondly, one could modify the original SPT state, starting from specific stabilizer signs to distort the probability distribution under Eq. (39). This method will allow one to add frustration to the bond configurations even at $\theta=0$ $(\beta=\infty)$. For example, if we start from a product of
 then measure in $X$-basis again, we can introduce a randomly distributed frustration in an adjustable way. In fact, adding more frustration in this method would bring our trajectory strictly below the Nishimori line in the phase diagram in Fig. 7(c). Therefore, we have another tuning knob to access different universality classes. If the measured state ends up flowing into the $T=0$ universality class of the transition between random Ising model FM and spin glass, then its dynamic critical exponent would be $z \approx 3.11$ [71].

## VI. INTERACTIVE QUANTUM PHASES AND TRANSITIONS

In the previous section, we provided an efficient experimental protocol to study the ensemble of quantum states $\rho_{\theta}$ (37) for the 2 D cluster state where edges are rotated by angle $\theta$ and then measured in $X$-basis. As we revealed, the ensemble of post-measurement wavefunc-
tions generates a completely random outputs $\boldsymbol{\sigma}$ for the vertices (53) if we average over measurement outcomes $\boldsymbol{s}$ on the edges, even at $\theta=0$. Only after applying an appropriate transformation on $\boldsymbol{\sigma}$ based on the knowledge of $s$, we could efficiently identify the long-range order of the ensemble of quantum states. Therefore, we dub the aforementioned structures in the density matrix $\rho_{\theta}$ as interactive quantum phases and criticalities in that proper feedback or decoding based on the measurement outcomes are required to experimentally identify interesting features in the resulting quantum state without post-selection.

## A. Computationally Assisted Observable

In this subsection, we further discuss the general idea of interactive quantum phases and their efficient identifications. Assume we prepare a quantum state by a quantum circuit consisting of a series of unitary evolutions and measurements. Let $s=\left\{s_{i}\right\}$ be the set of measurement outcomes obtained during the evolution by the quantum circuit, where we can denote the resulting quantum circuit as $\mathcal{U}_{s}$. Then, the ensemble of quantum states prepared by this scheme is described by the following density matrix

$$
\begin{equation*}
\rho=\sum_{s}\left|\mathcal{U}_{s} \psi\right\rangle\left\langle\mathcal{U}_{s} \psi\right| \tag{63}
\end{equation*}
$$

Let $\boldsymbol{\sigma}=\left\{\sigma_{i}\right\}$ be the measurement outcomes on the resulting quantum state $\left|\mathcal{U}_{s} \psi\right\rangle$, where measurement operators are not necessarily single-sited. Then, every time we run the quantum circuit followed by a set of measurements on the resulting states, we get a series of outcomes $\left\{\left(s^{1}, \sigma^{1}\right),\left(s^{2}, \sigma^{2}\right), \cdots\right\}$.

In a conventional study of quantum phases, we say that a quantum state exhibits a certain feature if one can identify a nontrivial correlation within $\boldsymbol{\sigma}$. However, this usual definition hardly fits into the behavior of the ensemble of quantum states studied in Sec. V, where we require $\boldsymbol{\sigma}$ to be either conditioned on a specific $\boldsymbol{s}$ (postselection) or to be transformed based on the knowledge of intermediate measurement outcomes $\boldsymbol{s}$ (efficient decoding). Similarly, in the study of an ensemble of quantum states prepared with the aid of measurements, nonlinear order parameters based on both $\boldsymbol{\sigma}$ and $\boldsymbol{s}$, such as entanglement entropy conditioned on intermediate outcomes [72] or the decodability of the resulting quantum state [17], have been suggested as particular probes for the physics of interest.

In this regard, we propose the idea of computationally assisted observable (CAO) for observables obtained through either quantum or classical computational decoding process using both $\boldsymbol{\sigma}$ and $\boldsymbol{s}$, which helps identifying the interactive quantum phases and their transitions by measuring hidden structures of the ensemble of quantum states. For instance, consider a density matrix $\rho(x)$ generated by a quantum circuit with measurements $\mathcal{U}_{s}(x)$
tuned by a parameter $x$ (c.f. Eq. (63)). Assuming we can repeat the experiment arbitrarily many times, one can fully understand the (averaged) underlying correlation structure of post-measurement wavefunctions $\left\{\left|\mathcal{U}_{s} \psi\right\rangle\right\}$. Such a structure can undergo a transition at a certain value of the tuning parameter $x_{c} .{ }^{5}$ If one can efficiently evaluate a quantity $\mathcal{O}(x)$ using measurement outcomes $\left\{\left(s^{i}, \boldsymbol{\sigma}^{i}\right)\right\}_{i=1}^{M}$, i.e. both measurements and computational time polynomial in the system size, and $\mathcal{O}(x)$ allows one to locate the true transition point $x_{c}$, then we claim that $\mathcal{O}$ is the computationally assisted observable that signals the interactive quantum phases and their transitions in the density matrix $\rho(x)$.

Going back to the example discussed in Sec. V, we emphasize the importance of the decoding protocol for practical use of the measurement-prepared quantum states. Naively at $\theta<\theta_{c}$, at every experiment we prepare a certain long-range ordered GHZ-like wavefunction although it is not conventional in that the alignment of neighboring spins is random, i.e., $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \sim|010011 .\rangle+.|101100 .$.$\rangle .$ If the alignment is random every time we prepare the state through measurements, it is not useful in that we cannot detect nor make use of its long-range correlation. However, if we apply a set of single-site gates (spin-flip operation) based on the gauge transformation $\boldsymbol{t}$ obtained through the decoding protocol, the resulting quantum state becomes identifiable in that when we prepare a series of quantum states with different measurement outcomes, we can bring them into the similar form $\sim|\overline{0} \overline{0} \overline{0} \ldots\rangle+|\overline{1} \overline{1} \overline{1} \ldots\rangle$. One might argue that this identifiabiliy is essential in any measurement-assisted setup.

Finally, we remark that post-selections are essential to study measurement-induced phases and their transitions in many literature [1-17] since these features disappear once the resulting quantum states are averaged over different measurement outcomes. On the other hand, the hidden long-range correlations of our model and its phase transition behaviors can be rigorously decoded by classical algorithms without post-selection, which provides a simple yet illustrative example of interactive quantum states along with few other cases [17, 72-74].

## B. Other examples

Below, we explain interactive nature of the measurement prepared quantum states and their transitions for the examples considered in Sec. III and Sec. IV.
(1) $\mathbf{2 D} \mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(1)}$ cluster state measured on vertices: (c.f. Sec.III) At $\theta=0$, the measurement outcomes on the verticies are under the constraint $\mathbb{E}\left[\prod_{v} s_{v}\right]=1$.

[^5]

FIG. 10. Phase diagrams for the (a) 3D random bond Ising model and (b) 3D random plaquette gauge model. $\theta_{c}$ denoted in the diagram represents the transition angle $\theta_{c}$ where the long-range entanglement disappears when we do not postselect outcomes. These phase boundaries are taken from [59, $65,66]$. Here, the red line is the trajectory our measurement protocol traverse without post-selection, i.e., $(p, \beta)=((1+$ $\left.\cos \theta) / 2, \tanh ^{-1}(\cos \theta)\right)$. The trajectory happens to coincide with the Nishimori line [33]. Therefore, without additional frustration from the initial stabilizer configurations, we will get a critical behavior for the unstable fixed point denoted by red circles.

For the identifiable toric code physics independent of the measurement outcomes, we want to manipulate the resulting quantum state so that it is the groundstate of the uniform toric code Hamiltonian $H_{\text {toric }}=-\sum_{v} A_{v}-$ $\sum_{p} B_{p}$. To do so, we want the gauge where all $\tilde{s}_{v}=1$. This decoding protocol at $\theta=0$ can be easily achieved by the following transformation: for any pair of vertices with $s_{v}=s_{v^{\prime}}=-1$, we can find a path connecting them and perform $\tilde{Z}_{e}=-Z_{e}$, i.e., gauge transformation $t_{e}=-1$ along that path. Note that this transformation does not change the measurement outcomes on the vertices in between, and flip the signs of $s_{v}$ and $s_{v^{\prime}}$ only. Formally, in this case dual to the 2D Ising model, the gauge transformation is defined by

$$
\begin{equation*}
\tilde{\sigma}_{e}=t_{e} \sigma_{e}, \quad \tilde{s}_{v}=s_{v} \prod_{e \ni v} t_{e}, \quad t_{e}= \pm 1 \tag{64}
\end{equation*}
$$

By the successive application of such transformations, one can guarantee that all $\tilde{s}_{v}$ can be made +1 , recovering ferromagnetic 2D gauge theory (or uniform toric code state). However, when $\theta>0$, the ensemble of quantum states maps to the gauge-symmetrized version of the 2 D random plaquette gauge model (RPGM), which immediately becomes trivial at any finite temperature even when there is no frustration.
(2) $3 \mathbf{D} \mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ cluster state measured on edges: (c.f. Sec.IV) At $\theta=0$, the resulting quantum state becomes the GHZ-like groundstate of the 3D Ising model. To convert the resulting state to be identifiable, one has to perform the gauge transformation as in the case of the

2D Ising model. The constraint is that $\prod_{e \in f} s_{e}=1$ for any face $f$. As the bond configuration is frustration free, there is an efficient algorithm to convert the configuration into the fully ferromagnetic case.

At $\theta>0$, faces are generally frustrated, but one can show that total flux coming out from any cube or volume must be trivial. Therefore, if we draw a line on the dual lattice edges that penetrates through the frustrated faces, the line forms a closed loop. Again, we can construct an optimal decoder as in the case of 2D Ising model case. However, the classical sampling can be challenging to efficiently simulate, since it is equivalent to the simulation of elastic manifolds with boundary constraints. Still there is a rigorous classical decoding algorithm that will allow us to remove the exponential scaling of the measurement complexity. Our protocol would go through the Nishimori line as in Fig. 10(a) [61, 65, 75]. Again, depending on how we perturb away from the Nishimori line, we can access either 3d Ising universality or 3d random bond universality class. At the 3 D random bond Ising universality, its dynamic critical exponent is given by $z \approx 2.11$ [76], which is much larger than the 3d Ising universality value.
(3) $\mathbf{3 D} \mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ cluster state measured on faces: (c.f. Sec.IV) At $\theta=0$, the resulting quantum state becomes the 3D toric code state. For the state to be identifiable, one has to perform the gauge transformation defined as

$$
\begin{equation*}
\tilde{\sigma}_{e}=t_{e} \sigma_{e}, \quad \tilde{s}_{f}=s_{f} \prod_{e \in f} t_{e}, \quad t_{e}= \pm 1 \tag{65}
\end{equation*}
$$

which can be done very efficiently. Here, the constraint is that $\prod_{f \in S} s_{f}=1$ for any closed surface $S$. It means that the line of $s_{f}=-1$ along the dual edges forms a closed loop $\gamma=\partial A$, where $A$ is the surface defined on the dual lattice. Then, if we apply $\prod_{e \perp A} X_{e}$ on the resulting quantum state, we convert the loop of $s_{f}=-1$ to be $\tilde{s}_{f}=+1$. By a successive application of this gauge transformation on all $s_{f}=-1$ dual loops, we recover the uniform 3D toric code state.

At $\theta>0$, then we will get a genuine frustration where $\prod_{f \in C} s_{f}=-1$ for the surface of a cube $C$. Note that such frustrate cubes always occur as a pair. In this case, our optimal decoder would map the resulting ensemble of quantum states into the 3D random plaquette gauge model (RPGM) [59] along the Nishimori line, where the probability of having positive plaquette Ising interaction is given as $p_{+}=(1+\cos \theta) / 2$. An efficient decoder can be constructed by again solving a minimum weight perfect matching problem among frustrated cubes in three dimensions. In this case, for any paired frustrated cubes, we can connect them through the dual line, and the faces penetrated by the dual line would take a negative value for the corresponding $Z Z Z Z$ interaction. For the 3D RPGM, we remark that the phase transition behavior is closely related to the robust storage of quantum information in the surface codes [77]. The numerical study shows
that the RPGM is within the perimeter law phase (deconfined) for $p<0.03$, and transitions into the area law phase (confined) for $p>0.03[59,66]$, which implies that for $\theta_{c}^{3 \mathrm{dRPGM}}=19.9^{\circ}$, see Fig. 10(b). As long as $\theta<\theta_{c}$, the preparation of the 3D topological order is robust. However, we note that its dynamic critical exponent has not been studied in the literature. The clear understanding of the critical theory would require a detailed future numerical work.

## VII. MORE CLUSTER STATES

In general, the framework we developed can be applied for any graph (cluster) state in the bipartite lattice. One interesting example is a subsystem SPT (SSPT). For example, consider a 2D cluster state with qubits defined on the vertices of a square lattice with $H=-\sum_{v} X_{v} \prod_{v^{\prime} \in v} Z_{v^{\prime}}$. The square lattice is bipartite, and we can decompose the lattice into two sublattices $A$ and $B$. The system has two subsystem symmetries $G_{A}$ and $G_{B}$ defined by the application of the product of $X$ operators along any diagonal direction for a corresponding sublattice. Upon measuring the sublattice $A$ in $X$-basis, we obtain the ground state of XuMoore model [78] on the other sublattice, described by $\hat{H}_{\text {Xu-Moore }}=-\sum_{v \in A} s_{v} \prod_{v^{\prime} \in n(v)} Z_{v^{\prime}}$. With the subsystem symmetry $G_{B}$, the ground state manifold has an extensive degeneracy, and the post-measurement state should be the superposition of exponentially-many ( $\sim$ $2^{2 L-1}$ ) SSB configurations of the subsystem symmetry. As expected, this exponentially many superposition of SSB configuration, which is the generalization of the GHZ state, is not robust if $\theta \neq 0$. Indeed, the corresponding classical partition function and correlation functions are those of 2d plaquette (gonihedric) Ising model [79], which is different from 2d Ising gauge theory as spins reside at vertices. This classical model exhibits an exotic correlation structure, which can be decomposed into decoupled 1d Ising models. As it maps to the stacked 1d Ising model, the system is disordered for any finite $\theta$ (or any $\beta^{-1}>0$ ) and the long-range entanglement is not robust

For 3D SSPT, one can consider the cluster state whose qubits are defined on vertices and faces of the cubic lattice, described by $H=-\sum_{f} \boldsymbol{X}_{f} \prod_{v \in f} Z_{v}-$ $\sum_{v} X_{v} \prod_{f \ni v} \boldsymbol{Z}_{f}$. The model has two symmetries. One is subsystem symmetries $G_{A}$ acting as $\prod_{\text {plane }} X$ for qubits on vertices, and there are $3 L$ planes for $L \times L \times L$ sites. The other is the one-form symmetry $G_{B}$ acting as $\prod_{f \in S} \boldsymbol{X}_{f}$ for qubits on faces. By construction, the model has $\prod_{f \in F\left(+_{\text {dual }}\right)} \boldsymbol{X}_{f}=1$, where $F\left(+_{\text {dual }}\right)$ is the set of four faces penetrated by the cross in the dual lattice. Upon measuring faces in $X$-basis, one specifies $\prod_{v \in f} Z_{v}=s_{f}$ for any face, which is the ground state of the 3D-version of Xu-Moore model with a degeneracy $\sim 2^{3 L-2}$ [80]. Post-selecting outcomes without any
frustration，the corresponding 3D Ising plaquette model exhibits a first－order phase transition at finite tempera－ ture $\beta_{c} \approx 0.55$［80］．It implies that the long－range en－ tanglement of the superposition of exponentially many SSB configurations for the post－measurement state is ro－ bust upto $\theta_{c} \approx 60^{\circ}$ with post－selection $s_{f}=1$ ．Even without any post－selection，the long－range entanglement is expected to be robust for $\beta^{-1}>0$ with some frustrated interactions as long as the subsystem symmetry is intact， similar to Fig．10．Therefore，similar to the RBIM and RPGM，we expect the transition to occur at finite $\theta$ ．The exact phase diagram of 3 d random plaquette Ising model （RPIM）at finite temperature is left for future study．

Upon measuring vertices in $X$－basis，we obtain $\prod_{f \ni v} \boldsymbol{Z}_{f}=s_{v}$ ，which gives rise to a X－cube fracton state［81］in the dual lattice．Again，the resulting state is a superposition of $\sim 2^{6 L-3}$ degenerate ground states．If we thought of qubits on the faces（vertices） as edges（cubes，denoted by 四）of the dual lattice，we get $\prod_{\tilde{e} \in ⿴ 囗 ⿱ 一 一 儿 口} \boldsymbol{Z}_{\tilde{e}}=s$ 四．Moving away from the $X$－basis with an angle $\theta$ ，the wavefunction is given by $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \propto$ $e^{-\beta \hat{H}_{\mathrm{X} \text {－cube }} / 2} \otimes\left|\boldsymbol{X}_{f}=\prod_{v \in f} s_{v}\right\rangle$ where $\hat{H}$ is defined as the following on the dual lattice：

$$
\begin{equation*}
\hat{H}_{\mathrm{X} \text {-cube }}=-\sum_{\text {匃 }} s_{\text {四 }}\left(\prod_{\tilde{e} \in \text { 龱 }} \boldsymbol{Z}_{\tilde{e}}\right)-\sum_{+} \prod_{\tilde{e} \in+} \boldsymbol{X}_{\tilde{e}} \tag{66}
\end{equation*}
$$

The properties of the post－measurement state at angle $\theta$ can be argued to be trivial based on the observation that the corresponding 12 －body spin model has no phase transition at $T>0$ ．Following our previous strategy to calculate the norm of the post－measurement state，we can show that $\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \sim \frac{1}{2^{N}}\left(1+2^{3 L}(\cos \theta)^{\mathcal{O}\left(L^{2}\right)}\right) \sim$ $c_{0}+e^{c_{1} L-c_{2}(\theta) L^{2}}$ where the summation is taken for all possible intersecting planes $\left(2^{3 L}\right)$ ，i．e．，elements of the subsystem symmetry $G_{A}$ ．Since the second term gets exponentially suppressed for any $\theta \neq 0\left(c_{2}>0\right)$ in a large system size，it implies the absence of the phase transition． Therefore，the fracton order is unstable in our scheme for any $\theta \neq 0$ ．

It is also worth pointing out the connection between two different Hamiltonians resulting from measuring dif－ ferent sublattices of a given cluster SPT．Above，measur－ ing one sublattice gives the 3D Xu－Moore Hamiltonian， while measuring the other sublattice gives the X －cube model．As illustrated in［81］，these two models are re－ lated by a generalized duality via gauging．This is pre－ cisely what is happening through the cluster entangler followed by measurements［82］．We note that the wave－ function of the form in Eq．（3）with the Boltzmann weight from a corresponding spin－model in［81］at a certain $\beta$ would be realized through our protocol by measuring the state obtained by a fracton state coupled with aniclla qubits through cluster entangler．

## VIII．SUMMARY AND OUTLOOK

In this work，we revealed the fate of quantum states obtained by measuring cluster states in the rotated basis $O_{\theta}=X \cos \theta+Z \sin \theta$ ，which is equivalent to applying a certain shallow depth unitary circuit to the product of $|+\rangle$ and perform measurements in the $X$－axis．We showed that any post－measurement state is expressed by a certain product state in $X$－basis under the imaginary time evolution $e^{-\beta \hat{H}}$ by the Hamiltonian depending on the measurement outcomes，where $\beta=\tanh ^{-1}(\cos \theta)$ ．As a result，any post－measurement state has its amplitudes given by the Boltzmann weights of various corresponding classical spin models，ranging from Ising model and gauge theories［83］to plaquette model and even beyond．

At specific angles，the post－measurement wavefunction exhibits quantum criticality，where the wavefunction ex－ hibits spatial conformal symmetry due to the amplitude structure．Constrained by the finite amount of entangle－ ment the shallow circuit can infuse，the resulting state has a constrained entanglement structure，giving rise to a special family of quantum critical states．A family of found quantum criticalities is called conformal quantum critical points（CQCPs），and we found that the dynam－ ical exponent $z \geq 2$ for all the examples discussed in this work，which is consistent with the analytical bound for the dynamical exponent $z=2$ argued in several lit－ erature［29，51］．In particular，in any dimensions，we found a family of post－measurement states whose parent Hamiltonian is generated by a so－called pivoting struc－ ture［39］with the phase diagram in Fig．4．From the Kramers－Wannier duality，the CQCPs for this family of states maps into the Bose－Einstein condensation transi－ tion of hardcore bosons with $z=2$［46－48］．We remark that this class of CQCPs with $z=2$ has non－local $\mathrm{U}(1)$ symmetry［39］，analogous to quantum Lifschitz transi－ tions and famous Rohksar－Kivelson model［29，84，85］ with $z=2$ ．We also found nontrivial examples with $z>2$ where there is no extra $\mathrm{U}(1)$ symmetry that pro－ tects the dynamical critical exponent［51］：$z \approx 2.16$（2D） and $z \approx 2.02(3 \mathrm{D})$ for Ising CQCPs with post－selections．

Interestingly，we found that the post－measurement wavefunctions with $z=2 \mathrm{CQCPs}$ are all unstable in their long－range entanglement structure under $\theta \neq 0$ ．This is intimately tied to the observation that the cluster states are described by tensor networks with a finite bond di－ mension with area－law entanglement capacity，and single－ sited measurements cannot change the underlying tensor－ network structure．Indeed，for all the examples $(z=2)$ presented，the groundstate at $\theta=0$ already saturates the entanglement capacity．As the post－measurement state parameterized by $\theta$ already saturates its entanglement entropy at $\theta=0$ and its entanglement entropy cannot increase with $\theta>0$ ，it is natural for its parent Hamilto－ nian to host a（multi）critical point at $\theta=0$ ．

Without post－selections，which is more realistic in both practical and fundamental sense，one can obtain the en－ semble of post－measurement quantum states，whose cor－
relation structure is trivial once averaged over measurement outcomes. However, we demonstrated the presence of classical decoding protocols for given measurement outcomes, which allows one to identify a hidden long-range entanglement structure and its phase transition behavior in the experiment without exponential scaling of the measurement complexity. In particular, we elaborated for the 2D cluster state measured on edges in a rotated basis, where the resulting state can have a longrange correlation structure (GHZ-type) depending on the rotation angle $\theta$. By decoding this correlation structure into the ferromagnetic correlation of the 2D RBIM without post-selection, we provided an experimentally efficient protocol to detect the transition behavior of this long-range entanglement structure. We also generalized this idea to other ensembles of states, corresponding to random interaction models such as 3D random bond Ising model or random plaquette gauge models.

Our results have several implications. First of all, our work establishes a clear demonstration of several important concepts: decoding and identifiability of a measurement-prepared ensemble of states. Any quantum state obtained by extensive number of measurements is not reproducible in a sense that one has to repeat the experiment exponential amount of times in the system size. To experimentally claim the presence of any interesting feature hidden inside the ensemble of quantum states, one must be able to transform the resulting quantum states into an identifiable form such that different measurement outcomes can lead to the quantum states with a shared feature that is experimentally verifiable. In the family of ensembles of quantum states prepared by our setup in Fig. 1, we rigorously showed that decoding protocols exist to achieve this job.

With the aid of this decoding protocol, our work also answers the robustness of the measurement-based quantum state preparation in a rigorous way by mapping the problem into the concrete statistical mechanics problem. Furthermore, it provides an experimental guideline to
prepare an exotic family of conformal quantum critical states. Excitingly, our framework is generalizable to various quantum phases. Although we have considered $\mathbb{Z}_{2}$ higher-form symmetries, in general we can consider $\mathbb{Z}_{N}$ symmetries for graph states with qudits, which we conjecture to give rise to general Potts model and $\mathbb{Z}_{N}$ gauge theories among others. Furthermore, our method would allow experimental preparation of a so-called skeleton states [43, 86, 87] to higher dimensions, which are critical quantum states represented by tensor networks with finite bond dimensions.

Note Added: Upon completion of the present manuscript, we became aware of an independent work studying extended long-range entangled phases and transitions from finite-depth unitaries and measurement, which will appear in the same arXiv posting [88].
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## Appendix A: Correlation functions

In this appendix, we demonstrate the following lemma in the main text and its consequence on calculating the correlation function and norm of the post-measurement wavefunction.
Lemma Consider a stabilizer $d$-dim SPT state with $G_{1}^{(n)} \times G_{2}^{(d-n-1)}$ mixed anomaly, where the superscript represents they are $n$ and $(d-n-1)$ form symmetries. Here, $G_{1}$ and $G_{2}$ act on different sublattices. Then, the expectation value of an operator defined on a certain sublattice does not vanish only if the operator is a symmetry action on the corresponding sublattice.

## 1. Understanding SPT and Lemma

First, let us demonstrate the simplest example in 1D cluster state defined by the following Hamiltonian

$$
\begin{equation*}
H=-\sum_{n} Z_{n-1} X_{n} Z_{n+1} \tag{A1}
\end{equation*}
$$

whose ground state is an 1D SPT protected by $G=G_{1} \times G_{2}=\mathbb{Z}_{2} \times \mathbb{Z}_{2}$, defined by product of $X$ s in even and odd sites respectively. More precisely, we have two generators for $G$ : $g_{1}=\prod_{n=1}^{N} X_{2 n-1}$ and $g_{2}=\prod_{n=1}^{N} X_{2 n}$. Here, $X$ measures $\mathbb{Z}_{2}$ charge, while $Z$ creates $\mathbb{Z}_{2}$ charge. (Think about $\mathrm{U}(1)$ symmetry, whose transformation is $e^{i \theta Q}$. In this sense, $X$ indeed measures charge) Note that $Z Z$ measures whether the $G_{1}$ domain wall exists, and whenever there is a $G_{1}$ domain wall, the term enforces $X$ in between to take nontrivial value, i.e., nontrivial $G_{2}=\mathbb{Z}_{2}$ charge. Note that $0 \mathrm{~d} G_{2}$ SPT is distinguished by the charge. Therefore, we call such an SPT phase to have a mixed anomaly between $G_{1}=\mathbb{Z}_{2}^{(0)}$ and $G_{2}=\mathbb{Z}_{2}^{(0)}$ (superscript implies they are 0-form symmetries). Note that it can be interpreted in the other way - instead of prescribing an energy penalty for certain configurations, each term can be interpreted as creating and annihilation certain configurations. To elaborate further, $Z$ term creates non-trivial SPT by flipping $X$-basis, while $X$ term creates two domain walls next to it (and annihilate). Therefore, $Z X Z$ term can be interpreted as creating two domain walls next to $X$, and then each $Z$ creates a non-trivial SPT at each domain wall. The ground state would be the superposition of all configurations that is invariant under the action of such operations, which fits into the decorated domain wall construction picture [36]. The later perspective will be used for the generalization.

For this 1D cluster state, we want to demonstrate the Lemma. Let $L_{1}\left(L_{2}\right)$ be the odd (even) sublattice where $G_{1}\left(G_{2}\right)$ is acting on. Without loss of generality, consider an operator $O$ defined on $L_{1}$. Then, we can show that its expectation value under $|\psi\rangle$ disappears if it involves $Z_{2 n+1}$ or $Y_{2 n+1}$ :

$$
\begin{equation*}
\langle\psi| O_{i}|\psi\rangle=\langle\psi|\left(Z_{2 n} X_{2 n+1} Z_{2 n+2}\right) O_{i}\left(Z_{2 n} X_{2 n+1} Z_{2 n+2}\right)|\psi\rangle=-\langle\psi| O_{i}|\psi\rangle=0 \tag{A2}
\end{equation*}
$$

Here, we can pull $Z_{2 n} X_{2 n+1} Z_{2 n+2}$ from $|\psi\rangle$ since the ground state is stabilized by it. Furthermore, as two $Z$ s on $L_{2}$ in the stabilizer simply commutes with any operator defined on $L_{1}$, while $X_{2 n+1}$ anti-commutes with $Z_{2 n+1}$ or $Y_{2 n+1}$ inside $O$. Therefore, for the expectation value of $O$ to not vanish, it has to be made of either $I$ or $X$ operators. Now, we claim that it is one of two cases: either $O=I$ or $O=\prod_{n=1}^{N} X_{2 n+1}$. Assume that $O \neq I, \Pi X$. Then, there must be a neighboring two odd sites $2 m-1$ and $2 m+1$ where $\left.O\right|_{2 m-1}=I$ while $\left.O\right|_{2 m+1}=X$. Then,

$$
\begin{equation*}
\langle\psi| O_{i}|\psi\rangle=\langle\psi|\left(Z_{2 m-1} X_{2 m} Z_{2 m+1}\right) O_{i}\left(Z_{2 m-1} X_{2 m} Z_{2 m+1}\right)|\psi\rangle=-\langle\psi| O_{i}|\psi\rangle=0 \tag{A3}
\end{equation*}
$$

This concludes the proof, i.e., $\langle O\rangle=0$ for $O$ defined on $L_{1}$ if $O$ is not the element of $G_{1}=\left\{I, \prod_{n=1}^{N} X_{2 n+1}\right\}$. In fact, this is not a coincidence. For a given commuting stabilizer Hamiltonian, the ground state has a vanishing expectation value against any operator that anti-commutes with any stabilizer. However, if a given operator commutes with all stabilizers, if simply means that the operator is nothing but a symmetry action of a given Hamiltonian.

Now we want to generalize the claim for higher dimensional cluster state SPTs with $G_{1}^{(n)} \times G_{2}^{(d-n-1)}$ mixed anomaly, where $G_{1}$ is an $n$-form symmetry acting on the sublattice $L_{1}$ and $G_{2}$ is a $(d-n-1)$-form symmetry acting on the sublattice $L_{2}$. Such a cluster state SPT Hamiltonian consists of two local terms:

$$
\begin{equation*}
H=-\sum_{i} h_{1, i}-\sum_{j} h_{2, j}, \quad h_{1, i}=\mathcal{O}_{1, i}^{\text {charge }} \mathcal{O}_{2, i}^{\text {d.w. }} \quad h_{2, j}=\mathcal{O}_{1, j}^{\text {d.w. }} \mathcal{O}_{2, j}^{\text {charge }} \tag{A4}
\end{equation*}
$$

where $\mathcal{O}_{1}^{\text {charge }}\left(\mathcal{O}_{1}^{\text {d.w. }}\right)$ creates the charge (domain wall) of the symmetry $G_{1}^{(n)}$ in a symmetric fashion.
For example, if $G_{1}$ is a $\mathbb{Z}_{2}$ 1-form symmetry, the generators of $G_{1}$ is given by $h_{\gamma}=\prod_{e \in \gamma_{1}} X_{e}$ for any closed loop $\gamma_{1}$ defined on $L_{1}$. This is the symmetry that randomly creates or annihilates $Z=-1$ closed loops. For this symmetry,
$\mathcal{O}_{1}^{\text {charge }}=\prod_{e \in \gamma^{\perp}} Z_{e}$ for the loop $\gamma^{\perp}$ defined in the dual lattice of $L_{1}$ creates the 1 -form charged object in a symmetric fashion; more precisely, an open string (or non-contractible loop) is a charged object, but when we create a charged object as a term in the Hamiltonian, we always create a pair of them in the $\mathbb{Z}_{2}$ symmetric case so we combine two open strings to make it a loop. This is analogous to the situation in the 1D cluster Hamiltonian, where we have a $Z X Z$ term with two $Z \mathrm{~s}$. On the other hand, $\mathcal{O}_{1}^{\text {d.w. }}=X_{e}$ creates a pair of 1-form symmetry domain wall, i.e., the discontinuity in $Z=-1$ strings perpendicular to the edges.

In general, if a Pauli operator $O$ defined on the sublattice $L_{1}$ does not to vanish for this SPT, it has to satisfy

$$
\begin{equation*}
\forall i, \quad h_{1, i} O h_{1, i}=O \quad \text { and } \quad \forall j, \quad h_{2, j} O h_{2, j}=O \tag{A5}
\end{equation*}
$$

These conditions imply that $O$ is invariant under the conjugation by $\mathcal{O}_{1, i}^{\text {d.w. }}$ and $\mathcal{O}_{1, i}^{\text {charge }}$. In fact, this already implies that $O$ is in fact a symmetry of the system. Since $O$ is restricted to $L_{1}$, it means that $O \in G_{1}$.

## 2. Application of Lemma

Below, we evaluate the correlation function for various post-measurement cluster states, which can be thought of as $\mathcal{P}_{\boldsymbol{s}}|\psi\rangle$ where the measurement-projection operator $\mathcal{P}_{\boldsymbol{s}}$ on the sublattice $L_{i}$ is defined as

$$
\begin{equation*}
\left.\mathcal{P}_{s}=\prod_{n \in L_{i}} P_{n}, \quad P_{i}=\frac{1}{2}\left[I+s_{i}\left(X_{i} n_{x}+Y_{i} n_{y}+Z_{i} n_{z}\right)\right)\right], \quad P_{i}^{2}=P_{i} \tag{A6}
\end{equation*}
$$

where $s_{i}$ is the measurement outcome.

## a. 1D Cluster State

In this case, the even-sited operator's expectation value with respect to $|\psi\rangle$ is non-vanishing only if the operator is identity or product of $X \mathrm{~s}$ in all even sites. Then, we can calculate the correlation

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| Z_{1} Z_{2 n+1}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| Z_{1} Z_{2 n+1}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\langle\psi| X_{2} X_{4} \ldots X_{2 n}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}}\left(\left[\prod_{m=1}^{n} s_{2 m}\right](\cos \theta)^{n}+\left[\prod_{m=n+1}^{N} s_{2 m}\right](\cos \theta)^{N-n}\right) \\
& =\frac{\left(\left[\prod_{m=1}^{n} s_{2 m}\right](\cos \theta)^{n}+\left[\prod_{m=n+1}^{N} s_{2 m}\right](\cos \theta)^{N-n}\right)}{\left[1+\left[\prod_{m=1}^{N} s_{2 m}\right](\cos \theta)^{N}\right]}\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \tag{A7}
\end{align*}
$$

since $\left[\mathcal{P}_{s}, Z_{2 n+1}\right]=0$ and $Z_{1} Z_{2 n+1}|\psi\rangle=X_{2} \ldots X_{2 n}|\psi\rangle$. Here we used that

$$
\begin{align*}
X_{2} X_{4} \ldots X_{2 n} \mathcal{P}_{s} & =(\text { Vanishing terms }) \\
& +\frac{1}{2^{N}}\left(\left[\prod_{m=1}^{n} s_{2 m}\right] \cos ^{n} \theta \cdot I+\left[\prod_{m=n+1}^{N} s_{2 m}\right] \cos ^{N-n} \theta \cdot \prod_{n=1}^{N} X_{2 n}\right) \tag{A8}
\end{align*}
$$

Note that the norm of $\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$ can be similarly calculated as

$$
\begin{equation*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\langle\psi| \mathcal{P}_{\boldsymbol{s}}|\psi\rangle=\frac{1}{2^{N}}\left(1+\left[\prod_{m=1}^{N} s_{2 m}\right](\cos \theta)^{N}\right)=\frac{1}{(2 \cosh \beta)^{N}} \sum_{\{\sigma\}} e^{s_{2 n} \beta \sum_{n} \sigma_{2 n-1} \sigma_{2 n+1}}, \quad \tanh \beta=\cos \theta \tag{A9}
\end{equation*}
$$

for a system with $2 N$ sites. Here I used that $e^{a \sigma_{i} \sigma_{j}}=\cosh a\left(1+\sigma_{i} \sigma_{j} \tanh a\right)$ for $\sigma_{i, j}= \pm 1$. We can also calculate other correlation functions involving $X$ or $Y$ by rewriting them in terms of operators defined on even sites. For example, note that the expectation value of $X_{2 n+1}$ can be calculated as

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| X_{2 n+1}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| X_{2 n+1}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\langle\psi| Z_{2 n} Z_{2 n+2}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}}\left[\eta_{1}^{2}+\eta_{2}^{2} \eta_{1}^{N-2}\right] \tag{A10}
\end{align*}
$$

where $\eta_{1} \equiv \sin \theta \sin \phi$ and $\eta_{2} \equiv \sin \theta \cos \phi$. Expectation values of more complicated operators can be calculated in a similar way.

## b. 2D Cluster State, measurement on vertices

A 2D cluster state becomes a 2D toric code state when measured on vertices in $X$-basis. The Lemma implies that the expectation value of operators defined on vertices disappear unless it is an element of the 0-form symmetry $\mathbb{Z}_{2}^{(0)}$, i.e., a product of $X_{i}$ over the all vertices. Then, the post-measurement wavefunction norm is given by

$$
\begin{equation*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\langle\psi| \mathcal{P}_{\boldsymbol{s}}|\psi\rangle=\frac{1}{2^{N}}\left(1+\left[\prod_{v} s_{v}\right](\cos \theta)^{N}\right) \tag{A11}
\end{equation*}
$$

To detect the spontaneous symmetry breaking of the 1 -form symmetry, one can measure the product of $\boldsymbol{Z}$ s along the boundary of a certain region $S$ as the following:

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| \prod_{e \in \partial S} \boldsymbol{Z}_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| \prod_{e \in \partial S} \boldsymbol{Z}_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\langle\psi| \prod_{v \in S} X_{v}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}}\left(\left[\prod_{v \in S} s_{v}\right](\cos \theta)^{n}+\left[\prod_{v \notin S} s_{v}\right](\cos \theta)^{N-n}\right) \tag{A12}
\end{align*}
$$

In the limit $N \rightarrow \infty$, the correlation function measuring the 1-form symmetry breaking becomes:

$$
\begin{equation*}
\left\langle\prod_{e \in \partial S} \boldsymbol{Z}_{e}\right\rangle_{\mathcal{P}_{\boldsymbol{s}} \psi} \propto(\cos \theta)^{|S|} \tag{A13}
\end{equation*}
$$

This 1-form symmetry breaking looks robust only up to a finite region. Such 1-form symmetry becomes restored in a long-enough length scale, and the resulting state must become 1-form symmetric.
c. 2D Cluster State, measurement on edges

The Lemma implies that the expectation value of operators defined on edges disappear unless it is an element of the 1-form symmetry $\mathbb{Z}_{2}^{(1)}$, i.e., a product of $\boldsymbol{X}_{i}$ on the closed loop. Let $C$ be the set of closed loops one can draw on a given lattice. Then, the post-measurement wavefunction norm is given by

$$
\begin{equation*}
\langle\psi| \mathcal{P}_{\boldsymbol{s}}|\psi\rangle=\frac{1}{2^{N}} \sum_{l \in C}\left[\prod_{e \in l} s_{e}\right](\cos \theta)^{|l|} \tag{A14}
\end{equation*}
$$

as when we expand $\mathcal{P}_{\boldsymbol{s}}$, terms vanish unless it forms a product of $\boldsymbol{X}$ along a closed loop. For given two vertices $v$ and $v^{\prime}$, let $p$ be a path between them. Then, the correlation between two vertices is given as

$$
\begin{align*}
\frac{\langle\boldsymbol{P} \psi| Z_{v} Z_{v^{\prime}}|\boldsymbol{P} \psi\rangle}{\langle\psi| \boldsymbol{P}|\psi\rangle} & =\frac{\langle\psi| \prod_{l \in p} \boldsymbol{X}_{l}|\boldsymbol{P} \psi\rangle}{\langle\psi| \boldsymbol{P}|\psi\rangle} \\
& =\frac{1}{\langle\psi| \boldsymbol{P}|\psi\rangle}\left[\frac{1}{2^{N}}\left(\sum_{\bar{p} \text { s.t. } p+\bar{p} \in C}\left[\prod_{e \in \bar{p}} s_{e}\right](\cos \theta)^{|\bar{p}|}\right)\right] \tag{A15}
\end{align*}
$$

which is nothing but an expression for the 2D Ising model with the sign of the Ising interaction at the edge $e$ is given by $s_{e}$. From this structure, we can immediately infer that the amplitudes of the wavefunction in the $Z$ basis should be proportional to the Boltzmann weights.
d. $3 D$ Cluster State with $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ : measurements on vertices

Here we prepare a 3D cluster state defined on the cubic lattice where qubits reside at both vertices $(V)$ and edges $(E)$. This cluster state has the mixed anomaly of 0 -form and 2 -form symmetries, and by measuring vertices in $X$-basis, one can get the 3D toric code state. The stabilizer Hamiltonian is given by

$$
\begin{equation*}
H=-\sum_{v} X_{v} \prod_{e \in n(v)} \boldsymbol{Z}_{e}-\sum_{e}\left(\boldsymbol{X}_{e} \prod_{v \in \partial e} Z_{v}\right) \tag{A16}
\end{equation*}
$$

where $n(v)$ is the set of edges neighboring the vertex $v$. Here, all operators commute and we have two symmetries:

$$
\begin{align*}
& \text { 0-form: } g=\prod_{v} X_{v} \\
& \text { 2-form: } h_{\gamma}=\prod_{e \in \gamma} \boldsymbol{X}_{e}, \quad \gamma \text { is the loop along the bonds } \tag{A17}
\end{align*}
$$

When measured on vertices, the above 3D cluster state becomes a 3D toric code state, spontaneously breaking the 2-form symmetry. The Lemma implies that the expectation value of operators defined on edges disappear unless it is an element of the 0 -form symmetry $\mathbb{Z}_{2}^{(0)}$, i.e., a product of $X_{i}$ over the all vertices. Then, the post-measurement wavefunction norm is given by

$$
\begin{equation*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\langle\psi| \mathcal{P}_{\boldsymbol{s}}|\psi\rangle=\frac{1}{2^{N}}\left(1+\left[\prod_{v} s_{v}\right](\cos \theta)^{N}\right) \tag{A18}
\end{equation*}
$$

To detect the spontaneous symmetry breaking of the 2-form symmetry, one can measure the product of $\boldsymbol{Z}$ s along the boundary of a certain region $V$ as the following:

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| \prod_{e \in \partial V} \boldsymbol{Z}_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| \prod_{e \in \partial V} \boldsymbol{Z}_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\langle\psi| \prod_{v \in V} X_{v}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}}\left(\left[\prod_{v \in V} s_{v}\right](\cos \theta)^{n}+\left[\prod_{v \notin V} s_{v}\right](\cos \theta)^{N-n}\right) \tag{A19}
\end{align*}
$$

In the limit $N \rightarrow \infty$, the correlation function measuring the 2-form symmetry breaking becomes:

$$
\begin{equation*}
\left\langle\prod_{e \in \partial V} \boldsymbol{Z}_{e}\right\rangle_{\mathcal{P}_{s} \psi} \propto(\cos \theta)^{|V|} \tag{A20}
\end{equation*}
$$

This 2 -form symmetry breaking looks robust only up to a finite region for $\theta \neq 0$, implying that the resulting 3D topological order is unstable under the deviation from the $X$-basis measurements. The corresponding classical model is a Ising membrane theory (or Ising 2-form symmetric theory), which is defined by

$$
\begin{equation*}
H(\{\sigma\})=-\sum_{v} \prod_{\tilde{f} \in n(v)} \sigma_{\tilde{f}} \tag{A21}
\end{equation*}
$$

where $\tilde{f}$ is the face of the dual cubic lattice, and $n(v)$ is the set of dual faces neighboring to the vertex $v$ in the original cubic lattice. Note that each term is that the product of Ising spins defined on six faces. In fact, this is a natural extension of Ising model (Ising 0-form symmetric theory) and Ising gauge theory (Ising 1-form symmetric theory). Note that this classical partition function is also exactly solvable.
e. $3 D$ Cluster State with $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ : measurements on edges

Here, we studied the same model as above but measuring edges. The Lemma implies that the expectation value of operators defined on edges disappear unless it is an element of the 2-form symmetry $\mathbb{Z}_{2}^{(2)}$, i.e., a product of $\boldsymbol{X}_{i}$


FIG. 11. The stabilizer $A_{s}=\prod_{l \ni s} X_{l}$ at each site $s$. It commutes with any single-site measurements on sites. It is a product of six stabilizers, $X_{l} \prod_{p \ni l} Z_{l}$, with $l \in s$. In the figure, there is a Pauli- $X$ on each red link, and a Pauli- $Z$ on each plaquette.
on the closed loop. Let $C$ be the set of closed loops one can draw on the cubic lattce. Then, the post-measurement wavefunction norm is given by

$$
\begin{equation*}
\langle\psi| \mathcal{P}_{\boldsymbol{s}}|\psi\rangle=\frac{1}{2^{N}} \sum_{l \in C}\left[\prod_{e \in l} s_{e}\right](\cos \theta)^{|l|} \tag{A22}
\end{equation*}
$$

as when we expand $\mathcal{P}_{\boldsymbol{s}}$, terms vanish unless it forms a product of $\boldsymbol{X}$ along a closed loop. For given two vertices $v$ and $v^{\prime}$, let $p$ be a path between them. Then, the correlation between two vertices is given as

$$
\begin{align*}
\frac{\langle\boldsymbol{P} \psi| Z_{v} Z_{v^{\prime}}|\boldsymbol{P} \psi\rangle}{\langle\psi| \boldsymbol{P}|\psi\rangle} & =\frac{\langle\psi| \prod_{l \in p} \boldsymbol{X}_{l}|\boldsymbol{P} \psi\rangle}{\langle\psi| \boldsymbol{P}|\psi\rangle} \\
& =\frac{1}{\langle\psi| \boldsymbol{P}|\psi\rangle}\left[\frac{1}{2^{N}}\left(\sum_{\bar{p} \text { s.t. } p+\bar{p} \in C}\left[\prod_{e \in \bar{p}} s_{e}\right](\cos \theta)^{|\bar{p}|}\right)\right] \tag{A23}
\end{align*}
$$

which is nothing but an expression for the 3D Ising model with the sign of the Ising interaction at the edge $e$ is given by $s_{e}$. From this structure, we can immediately infer that the amplitudes of the wavefunction in the $Z$ basis should be proportional to the Boltzmann weights.

$$
\text { f. } 3 D \text { Cluster State with } \mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}: \text { measurements on edges }
$$

Another 3D cluster Hamiltonian is written as the following:

$$
\begin{equation*}
H_{3 \mathrm{D} \mathrm{SPT}}=-\sum_{e} X_{e} \prod_{f \ni e} \boldsymbol{Z}_{f}-\sum_{f} \boldsymbol{X}_{f} \prod_{e \in f} Z_{e} \tag{A24}
\end{equation*}
$$

where $f$ runs for all faces of the cubic lattice. Bolded symbols act on faces, and unbolded symbols act on edges. Note that by multiplying stabilizers, we obtain that $\prod_{f \in c} \boldsymbol{X}_{f}=1$ for any cube $c$ and $\prod_{e \ni v} X_{e}=1$ for any vertex $v$. Here, generators of two 1 -form symmetries are defined on two-dimensional surfaces as the following:

$$
\begin{align*}
\mathbb{Z}_{2}^{(1)} \text { 1-form: } h_{\partial V} & \equiv \prod_{f \in \partial V} \boldsymbol{X}_{f} \\
\mathbb{Z}_{2}^{(1)} \text { 1-form: } g_{\partial V} & \equiv \prod_{e \perp \partial \tilde{V}} X_{e} \tag{A25}
\end{align*}
$$

where $V$ is a certain three-dimensional volume enclosed by cubic faces, and $\tilde{V}$ is a infinitesimally inflated version of $V$ which intersects with edges emanating from $V$. Therefore, $\partial V$ is a set of faces, while $\partial \tilde{V}$ is a set of edges. Without loss of generality, if we measure all faces in $X$-basis, then we obtain that the resulting state has $\prod_{e \in f} Z_{e}=1$ and $\prod_{e \ni v} X_{e}=1$ for all $f$ and $v$, which gives the 3D toric code ground state.

When the measurement direction deviates from the $\hat{x}$-direction, the plaquette terms $B_{p}=\prod_{l \in p} Z_{l}$ are no longer stabilizers. Nevertheless, the star terms $A_{s}=\prod_{l \ni s} X_{l}$ is still a stabilizer, as we illustrated in Fig. 11.

Assume we measured faces with angles. The norm of the wavefunction is given by

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| \prod_{e \in \partial S} Z_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\langle\psi| \prod_{f \in S} \boldsymbol{X}_{f}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}} \sum_{V}\left[\prod_{f \in \partial V} s_{f}\right](\cos \theta)^{|\partial V|} \tag{A26}
\end{align*}
$$

where the summation of $V$ is over any three-dimensional volume. In fact, one can notice that this is the partition function of 3D Ising gauge theory with plaquette signs given by $\left\{s_{f}\right\}$. To detect the spontaneous symmetry breaking of the 1-form symmetry (topological orders) one can measure the product of $Z \mathrm{~s}$ along the boundary of a certain surface $S$ as the following:

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi\right| \prod_{e \in \partial S} Z_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\langle\psi| \prod_{e \in \partial S} Z_{e}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\langle\psi| \prod_{f \in S} \boldsymbol{X}_{f}\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle \\
& =\frac{1}{2^{N}} \sum_{V \text { s.t. } \partial V=S}\left[\prod_{f \in \partial V} s_{f}\right](\cos \theta)^{|\partial V|} \tag{A27}
\end{align*}
$$

which agrees with the expressions for the loop correlation functions in 3D Ising gauge theory. Depend on $\theta$, the loop correlation decay exponentially either by $|\partial S|$ or $|S|$.

## Appendix B: Post-measurement wavefunctions

One can directly write down the wavefunction after measurements in Eq. (3) using the decorated domain-wall construction. The cluster state wavefunction is written as the equal superposition of all domain wall configurations with charges attached accordingly:

$$
\begin{equation*}
|\psi\rangle=\frac{1}{\sqrt{2^{N-1}}} \sum_{\left\{d_{2 n}\right\}}\left|\left\{d_{2 n}\right\}\right\rangle_{\mathrm{ddw}} \tag{B1}
\end{equation*}
$$

where the subscript ddw stands for that the state is a decorated domain wall basis, where domains (charges) are defined on odd (even) sites. For example, the basis without a domain wall, $\left|\left\{d_{2 n}=1\right\}\right\rangle$ would be the GHZ state on odd sites (and accordingly, all $|+\rangle$ states on even sites):

$$
\begin{equation*}
\frac{1}{\sqrt{2}}[|\uparrow \uparrow \cdots\rangle+|\downarrow \downarrow \cdots\rangle]_{\text {odd }} \otimes\left[|+\rangle^{\otimes N}\right]_{\text {even }} \tag{B2}
\end{equation*}
$$

where the odd sites define spin configurations and even sites are charged based on whether the domain wall exists in neighboring odd sites. The summation is over $2^{N-1}$ configurations since domain walls are under the constraint $\prod d_{2 n}=1$. Also, the domain-wall basis is the cat state of two different spin configurations giving the same domain-wall configuration. Then, the wavefunction norm can be calculated as

$$
\begin{align*}
\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle & =\frac{1}{2^{N}}\langle\psi| \prod_{n}\left(1+s_{2 n} \cos \theta X_{2 n}\right)|\psi\rangle \\
& =\frac{1}{2^{2 N-1}} \sum_{\left\{d_{2 n}\right\}} \prod_{n}\left(1+s_{2 n} \cos \theta d_{2 n}\right) \\
& =\frac{1}{2^{N}}\left(1+\prod_{m=1}^{N} s_{2 m}(\cos \theta)^{N}\right)=\mathcal{Z} \tag{B3}
\end{align*}
$$

where we used the fact that in the expansion of $\mathcal{P}$, any terms involving $Y$ or $Z$ disappears under the Lemma. The measured wavefunction can be written as

$$
\begin{equation*}
\left|\mathcal{P}_{\boldsymbol{s}} \psi\right\rangle=\sum_{\left\{d_{2 n}\right\}} C\left(\left\{d_{2 n}\right\}\right)\left|\left\{\sigma\left(\left\{d_{2 n}\right\}\right)\right\}\right\rangle \otimes|M\rangle \tag{B4}
\end{equation*}
$$

where now $|M\rangle=\otimes_{n=1}^{N}\left|M_{s_{2 n}}\right\rangle$ stands for the measured component on even sites. The structure of the $Z$ already implies that

$$
\begin{align*}
\left|C\left(\left\{d_{2 n}\right\}\right)\right| & =\frac{1}{\sqrt{2^{2 N-1}}}\left(\prod_{n=1}^{N}\left(1+s_{2 n} \cos \theta d_{2 n}\right)\right)^{1 / 2} \\
& =\frac{1}{\sqrt{2^{2 N-1}}}[\cosh (\beta / 2)]^{-N} e^{\frac{\beta}{2} \sum_{n} s_{2 n} d_{2 n}} \tag{B5}
\end{align*}
$$

where we used $e^{a \sigma_{i} \sigma_{j}}=\cosh (a)\left(1+\tanh (a) \sigma_{i} \sigma_{j}\right)$. Although the calculated magnitude agrees with the square root of the Boltzmann weight, in order to calculate the phase factor, one has to proceed with details. First, decompose $| \pm\rangle$ state into the measurement basis:

Then, we can obtain that $a_{ \pm}=\left\langle M_{+} \mid \pm\right\rangle$and $b_{ \pm}=\left\langle M_{-} \mid \pm\right\rangle$, where $| \pm\rangle=[1, \pm 1]^{T} / \sqrt{2}$. Here, for a different parametrization $\hat{n}=(\cos \theta \cos \phi, \cos \theta \sin \phi, \sin \theta)$, we get

$$
\begin{equation*}
\left|M_{ \pm}\right\rangle=\frac{1}{\sqrt{2(1 \pm \sin \theta)}}\binom{\sin (\theta) \pm 1}{e^{i \phi} \cos (\theta)} \tag{B7}
\end{equation*}
$$

Then, note that for a measurement outcome $\left\{s_{2 n}\right\}$, the projection is defined as

$$
\begin{equation*}
\mathcal{P}_{\boldsymbol{s}} \mapsto \otimes_{n=1}^{N}\left|M_{s_{2 n}}\right\rangle\left\langle M_{s_{2 n}}\right| \tag{B8}
\end{equation*}
$$

Then, we see that

$$
\begin{equation*}
C\left(\left\{d_{2 n}\right\}\right)=\frac{\langle M| \otimes_{n=1}^{N}\left|d_{2 n}\right\rangle}{\sqrt{2^{N-1}}}=\frac{\prod_{n=1}^{N}\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle}{\sqrt{2^{N-1}}} \tag{B9}
\end{equation*}
$$

Note that

$$
\begin{align*}
\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle & =\frac{s_{2 n}}{2 \sqrt{1+s_{2 n} \sin \theta}}\left[s_{2 n} \sin \theta+1+s_{2 n} d_{2 n} e^{i \phi} \cos \theta\right] \\
& =\frac{s_{2 n}}{2\left(\cos \theta / 2+s_{2 n} \sin \theta / 2\right)}\left[\left(\cos \theta / 2+s_{2 n} \sin \theta / 2\right)^{2}+s_{2 n} d_{2 n} e^{i \phi}\left(\cos ^{2} \theta / 2-\sin ^{2} \theta / 2\right)\right] \\
& =\frac{s_{2 n}}{2}\left(\cos \theta / 2+s_{2 n} \sin \theta / 2\right)+\frac{e^{i \phi} d_{2 n}}{2}\left(\cos \theta / 2-s_{2 n} \sin \theta / 2\right) \\
& =\frac{s_{2 n}}{2}\left[\left(1+s_{2 n} d_{2 n} e^{i \phi}\right) \cos (\theta / 2)+\left(s_{2 n}-d_{2 n} e^{i \phi}\right) \sin (\theta / 2)\right] \tag{B10}
\end{align*}
$$

For $\phi=0$, one can show that

$$
\begin{align*}
\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle & = \begin{cases}s_{2 n} \cos (\theta / 2)=s_{2 n} \sqrt{(1+\cos \theta) / 2}, & \text { if } s_{2 n} d_{2 n}>0, \phi=0 \\
\sin (\theta / 2)=\sqrt{(1-\cos \theta) / 2}, & \text { if } s_{2 n} d_{2 n}<0, \phi=0\end{cases} \\
& =\varphi_{2 n} \sqrt{\left(1+s_{2 n} d_{2 n} \cos \theta\right) / 2}, \quad \varphi_{2 n} \equiv(-1)^{\left(1-s_{2 n}\right)\left(1-d_{2 n}\right) / 4}, \quad \text { if } \phi=0 \\
\prod_{n}\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle & =\left(\prod_{n} \varphi_{2 n}\right) \sqrt{\frac{\prod_{n}\left(1+s_{2 n} d_{2 n} \cos \theta\right)}{2^{N}}}, \tag{B11}
\end{align*}
$$

which agrees with the expression obtained from the norm $\left\langle\mathcal{P}_{\boldsymbol{s}} \psi \mid \mathcal{P}_{\boldsymbol{s}} \psi\right\rangle$. Now, for $\phi \neq 0$, we obtains that

$$
\begin{equation*}
\left\langle M_{s_{2 n}} \mid d_{2 n}\right\rangle=e^{i \eta_{2 n}} \sqrt{\frac{1+s_{2 n} d_{2 n} \cos \theta \cos \phi}{2}}, \quad \eta_{2 n}=\operatorname{Arg}\left(\sin \theta+s_{2 n}+s_{2 n} d_{2 n} \cos \theta e^{i \phi}\right) \tag{B12}
\end{equation*}
$$

which agrees with the norm calculation (here the prefactor for $X$ is $\cos \theta \cos \phi$ ).
Although these phase factors can affect the expectation values when we measure correlations of $Y$ or $Z$ operators, they should not change any essential physics. The result implies that if we measure in $x z$-plane without $y$-component, the wavefunction is real. Then, it simply implies that the wavefunction weight would be given by a Gibbs weight. However, even if there is a phase factor, it would simply correspond to some basis rotation; as long as we do not measure correlations in $Y$ or $Z$, such basis rotation along the $X$-axis should not matter. After such rotation, we should obtain a real wavefunction weight again.

## Appendix C: Parent Hamiltonians

We use the strategy described in Sec. IID [37-39] to generate the parent Hamiltonians for our post-measurement states in higher dimensions. In the cases described below, minor modifications are needed compared to the derivation for 1D.

## 1. 2d measurement on edges

After the measurement, the wavefunction is

$$
\begin{equation*}
|\Psi\rangle=M_{\beta}\left|\Psi_{0}\right\rangle, \quad\left|\Psi_{0}\right\rangle=\left|\left\{X_{i}=\prod_{l \ni i} s_{l}\right\}\right\rangle, \quad M_{\beta}=\prod_{\langle i j\rangle} e^{\frac{\beta}{2} s_{i j} Z_{i} Z_{j}} . \tag{C1}
\end{equation*}
$$

One choice of its parent Hamiltonians is $H=\sum_{i} H_{i}$, and

$$
\begin{align*}
H_{i} & =-\cos \theta\left(1+\cos ^{2} \theta\right) \sum_{\langle i j\rangle} s_{i j} Z_{i} Z_{j}+\frac{2}{3} \cos ^{2} \theta B_{i}-X_{i} \prod_{l \ni i} s_{l}\left(1+\cos ^{4} \theta \prod_{l \ni i} s_{l} \prod_{j \in n(i)} Z_{j}-\frac{\cos ^{2} \theta}{3} B_{i}\right) \\
B_{i} & =\sum_{j, k \in n(i), j \neq k} s_{i j} s_{i k} Z_{j} Z_{k} \tag{C2}
\end{align*}
$$

where $n(i)$ is the set of sites neighboring the site $i$. We derive the Hamiltonian (C2) by first performing a KramersWannier duality of the wavefunction, which becomes

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle=M_{\beta}^{\prime}\left|\Psi_{0}^{\prime}\right\rangle, \quad\left|\Psi_{0}^{\prime}\right\rangle=\left|\left\{\prod_{l \ni i} s_{l} X_{l}^{\prime}=1\right\}\right\rangle, \quad M_{\beta}^{\prime}=\prod_{l} e^{\frac{\beta}{2} s_{l} Z_{l}^{\prime}} \tag{C3}
\end{equation*}
$$

Adapting the strategy in Subsection IID, the parent Hamiltonian for this state is found to be

$$
\begin{equation*}
H^{\prime}=\frac{1}{3} \sum_{l} \sum_{j=2}^{4}\left(M_{\beta}^{\prime} \Gamma_{1 j}^{\prime}(l) M_{\beta}^{\prime}\right)^{\dagger}\left(M_{\beta}^{\prime} \Gamma_{1 j}^{\prime}(l) M_{\beta}^{\prime}\right) \tag{C4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{12}^{\prime}(l)=\frac{1}{2}\left(s_{1} s_{2} X_{1}^{\prime l} X_{2}^{\prime l}-s_{3} s_{4} X_{3}^{\prime l} X_{4}^{\prime l}\right), \quad \Gamma_{12}^{\prime}(l)^{\dagger} \Gamma_{12}^{\prime}(l)=\frac{1}{2}\left(1-\prod_{i=1}^{4} s_{i} X_{i}^{\prime l}\right) \tag{C5}
\end{equation*}
$$

and similarly for $\Gamma_{13}, \Gamma_{14}$. The result is $H^{\prime}=\sum_{i} H_{i}^{\prime}$, where

$$
\begin{align*}
H_{i}^{\prime} & =-\cos \theta\left(1+\cos ^{2} \theta\right) \sum_{l \ni i} s_{l} Z_{l}^{\prime}+\frac{2}{3} \cos ^{2} \theta B_{i}^{\prime}-A_{i}^{\prime}\left(1+\cos ^{4} \theta \prod_{l \ni i} s_{l} Z_{l}^{\prime}+\frac{\cos ^{2} \theta}{3} B_{i}^{\prime}\right) \\
A_{i}^{\prime} & =\prod_{l \ni i} s_{l} X_{l}^{\prime}, \quad B_{i}^{\prime}=\sum_{l \ni i, m \ni i, l \neq m} s_{l} s_{m} Z_{l}^{\prime} Z_{m}^{\prime} \tag{C6}
\end{align*}
$$

After reversing the KW duality, we obtain the aforementioned parent Hamiltonian.
2. 3d measurement on plaquettes of the $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ SPT

One choice of the parent Hamiltonian $H=\sum_{l} H_{l}$ is

$$
\begin{align*}
2 H_{l} & =-\cos \theta\left(1+\cos ^{2} \theta\right) \sum_{p \ni l} s_{p} B_{p}+\frac{2}{3} \cos ^{2} \theta \mathbf{B}_{l}-X_{l} \prod_{p \ni l} s_{p}\left[1+\cos ^{4} \theta \prod_{p \ni l} s_{p} \mathbf{Z}_{p}-\frac{\cos ^{2} \theta}{3} \mathbf{B}_{l}\right] \\
B_{p} & =\prod_{l \in p} Z_{p}, \quad \mathbf{B}_{l}=\sum_{p \ni l, q \ni l, p \neq q} s_{p} s_{q} B_{p} B_{q} \tag{C7}
\end{align*}
$$

together with the gauge constraint $\prod_{l \in s} X_{l}=1$ for each vertex $s$.
We derive it in this way. The state post-measurement is

$$
\begin{equation*}
|\Psi\rangle=M_{\beta}\left|\Psi_{0}\right\rangle, \quad\left|\Psi_{0}\right\rangle=\left|\left\{X_{l}=\prod_{p \ni l} s_{p}\right\}\right\rangle, \quad M_{\beta}=\prod_{p} e^{\beta s_{p} Z_{1}^{p} Z_{2}^{p} Z_{3}^{p} Z_{p}^{4}} \tag{C8}
\end{equation*}
$$

where $Z_{i}^{p}, i=1,2,3,4$ act on the links on the boundary of the plaquette $p$. Under a Kramers-Wannier duality from links to plaquettes, the state is mapped to

$$
\begin{equation*}
\left|\Psi^{\prime}\right\rangle=M_{\beta}^{\prime}\left|\Psi_{0}^{\prime}\right\rangle, \quad\left|\Psi_{0}^{\prime}\right\rangle=\left|\left\{X_{1}^{\prime l} X_{2}^{\prime l} X_{3}^{\prime l} X_{4}^{\prime l}=s_{1}^{l} s_{2}^{l} s_{3}^{l} s_{4}^{l}\right\}\right\rangle, \quad M_{\beta}^{\prime}=\prod_{p} e^{\beta s_{p} Z_{p}^{\prime}} \tag{C9}
\end{equation*}
$$

where $X_{i}^{\prime l}, i=1,2,3,4$ represent the Pauli- $X$ operators that act on the four plaquettes neighboring the link $l$, and $s_{i}^{l}, i=1,2,3,4$ are the measurement outcomes on those plaquettes. $\left|\Psi_{0}^{\prime}\right\rangle$ is the ground state of the Hamiltonian

$$
\begin{equation*}
H_{0}^{\prime}=\sum_{l} \frac{1-s_{1}^{l} s_{2}^{l} s_{3}^{l} s_{4}^{l} X_{1}^{\prime l} X_{2}^{\prime l} X_{3}^{\prime l} X_{4}^{\prime l}}{2} \tag{C10}
\end{equation*}
$$

which can be rewritten as

$$
\begin{equation*}
H_{0}^{\prime}=\frac{1}{3} \sum_{l}\left[\Gamma_{12}^{\prime \dagger} \Gamma_{12}^{\prime}(l)+\Gamma_{13}^{\prime \dagger} \Gamma_{13}^{\prime}(l)+\Gamma_{14}^{\prime \dagger} \Gamma_{14}^{\prime}(l)\right] . \tag{C11}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma_{12}^{\prime}(l)=\frac{1}{2}\left(s_{1}^{l} s_{2}^{l} X_{1}^{\prime l} X_{2}^{\prime l}-s_{3}^{l} s_{4}^{l} X_{3}^{\prime l} X_{4}^{\prime l}\right) \tag{C12}
\end{equation*}
$$

and similarly for $\Gamma_{13}^{\prime l}$ and $\Gamma_{14}^{\prime l}$. In particular, $\Gamma_{i j}^{\prime}(l)\left|\Psi_{0}^{\prime}\right\rangle=0, i j=12,13,14$. Then it follows that the state $\left|\Psi^{\prime}\right\rangle$ is the ground state of the following Hamiltonian,

$$
\begin{equation*}
H_{0}^{\prime}=\frac{1}{3} \sum_{l} \sum_{j=2,3,4}\left(M_{\beta}^{\prime} \Gamma_{1 j}^{\prime}(l) M_{\beta}^{\prime-1}\right)^{\dagger}\left(M_{\beta}^{\prime} \Gamma_{1 j}^{\prime}(l) M_{\beta}^{\prime-1}\right) . \tag{C13}
\end{equation*}
$$

More explicitly,

$$
\begin{equation*}
\Gamma_{12}^{\prime}(l)=\frac{1}{2}\left(s_{1} s_{2} e^{\beta\left(s_{1} Z_{1}^{\prime}+s_{2} Z_{2}^{\prime}\right)} X_{1}^{\prime} X_{2}^{\prime}-s_{3} s_{4} e^{\beta\left(s_{3} Z_{3}^{\prime}+s_{4} Z_{4}^{\prime}\right)} X_{3}^{\prime} X_{4}^{\prime}\right) \tag{C14}
\end{equation*}
$$

where the Pauli operators act on the four plaquettes around the link $l$.

$$
\begin{align*}
2 \Gamma_{12}^{\prime}(l)^{\dagger} \Gamma_{12}^{\prime}(l)= & -\cos \theta\left(1+\cos ^{2} \theta\right) \sum_{p=1}^{4} s_{p} Z_{p}^{\prime}+2 \cos ^{2} \theta\left(s_{1} s_{2} Z_{1}^{\prime} Z_{2}^{\prime}+s_{3} s_{4} Z_{3}^{\prime} Z_{4}^{\prime}\right) \\
& -\left(\prod_{p=1}^{4} s_{p} X_{p}^{\prime}\right)\left[1+\cos ^{4} \theta \prod_{p=1}^{4} s_{p} Z_{p}^{\prime}+\cos ^{2} \theta\left(s_{1} s_{2} Z_{1}^{\prime} Z_{2}^{\prime}+s_{3} s_{4} Z_{3}^{\prime} Z_{4}^{\prime}\right)\right. \\
& \left.-\cos ^{2} \theta\left(s_{1} s_{2} Z_{1}^{\prime} Z_{3}^{\prime}+s_{1} s_{4} Z_{1}^{\prime} Z_{4}^{\prime}+s_{2} s_{3} Z_{2}^{\prime} Z_{3}^{\prime}+s_{2} s_{4} Z_{2}^{\prime} Z_{4}^{\prime}\right)\right] \tag{C15}
\end{align*}
$$

Similar results hold for $\Gamma_{1 j}^{\prime \dagger}(l) \Gamma_{1 j}^{\prime}(l)$ for $j=3,4$. Here, we have scaled Eq. (C15) by an overall constant $\cosh ^{2} \beta$, such that at $\theta=\frac{\pi}{2}$, the parent Hamiltonian is $-\frac{1}{2} \sum_{l} X_{l} \prod_{p \ni l} s_{p}$.

Then it follows that

$$
\begin{align*}
2 H_{l}^{\prime} & =-\cos \theta\left(1+\cos ^{2} \theta\right) \sum_{p=1}^{4} s_{p} Z_{p}^{\prime l}+\frac{2}{3} \cos ^{2} \theta \mathbf{B}_{l}^{\prime}-A_{l}^{\prime}\left[1+\cos ^{4} \theta \prod_{p=1}^{4} s_{p} Z_{p}^{\prime l}-\frac{\cos ^{2} \theta}{3} \mathbf{B}_{l}^{\prime}\right] \\
A_{l}^{\prime} & =\prod_{p \ni l} s_{p} X_{p}^{\prime}, \quad \mathbf{B}_{l}^{\prime}=\sum_{p \ni l, q \ni l, p \neq q} s_{p} s_{q} Z_{p}^{\prime} Z_{q}^{\prime} . \tag{C16}
\end{align*}
$$

These local terms, after reversing KW duality, becomes Eq. (C7).
3. 3d measurement on sites of the $\mathbb{Z}_{2}^{(0)} \times \mathbb{Z}_{2}^{(2)}$ SPT

A computation similar as in 2d case leads us to the following parent Hamiltonian, up to an unimportant constant and total prefactor, $H=\sum_{l} H_{l}$,

$$
\begin{equation*}
H_{l}=-X_{l} \prod_{v \in l} s_{v}+\cos ^{2} \theta X_{l} \prod_{v \in l} \prod_{m \ni v} Z_{m}-\cos \theta \sum_{v \in l} s_{v} \prod_{l \ni v} Z_{l} \tag{C17}
\end{equation*}
$$

together with gauge contraints, $\prod_{l \in p} X_{l}=1$.
Let us rewrite it in a more illuminating way, for the case that the outcomes are $s_{v}=1$,

$$
\begin{align*}
H & =H_{0}+6 \cos \theta H_{t . c .}+\cos ^{2} \theta H_{\mathrm{SPT}} \\
H_{0} & =-\sum_{l} X_{l}, \quad H_{t . c .}=-\sum_{v} \prod_{l \ni v} Z_{l}, \quad H_{\mathrm{SPT}}=\sum_{l} X_{l} \prod_{v \in l} \prod_{m \ni v} Z_{m} \tag{C18}
\end{align*}
$$

together with gauge contraints, $\prod_{l \in p} X_{l}=1$. Under a Kramers-Wannier duality from links to vertices, the model becomes

$$
\begin{equation*}
H=-\sum_{\langle i j\rangle}\left(X_{i} X_{j}+\cos ^{2} \theta Y_{i} Y_{j}\right)-6 \cos \theta \sum_{i} Z_{i} \tag{C19}
\end{equation*}
$$

At $\theta=0$, the model has a $U(1)$ symmetry.

## Appendix D: Probability Distribution of Fluxes

In this section, we prove that the correlation functions of all fluxes uniquely specify the probability distribution $P_{m}(\boldsymbol{m})$ for the flux configuration $\boldsymbol{m} \equiv\left\{m_{p}\right\}$. There are total $N-1$ independent plaquettes and 2 independent cycles. By $\boldsymbol{m}$, we denote fluxes through those independent $N+1$ plaquettes and cycles. Consider a closed loop $\gamma$, which is represented as the boundary of (possibly disjoint) areas $A$, i.e., $\gamma=\partial A$. Then, We note that the expectation value of the gauge-invariant object

$$
\begin{equation*}
\mathbb{E}\left[\prod_{e \in \partial A} s_{e}\right]=(\cos \theta)^{|\partial A|} \Rightarrow \mathbb{E}\left[\prod_{p \in A} m_{p}\right]=(\cos \theta)^{|\partial A|} \tag{D1}
\end{equation*}
$$

for any arbitrary set of plaquettes $A$. Note that along the cycles, we also have $\mathbb{E}\left[\prod_{e \in C} s_{e}\right]=(\cos \theta)^{|C|}$. To show that $P_{m}(\boldsymbol{m})$ is completely fixed by the correlation in Eq. (D1), we reconstruct the full probability distribution in a inductive manner:

- Get $P_{m}\left(m_{p}\right)$, which is the probability distribution for a certain plaquette $m_{p}$ where the others are marginalized. Given the flux expectation values, it is straightforward to show that

$$
\begin{equation*}
P_{m}\left(m_{p}\right)=\frac{1}{2}\left(1+m_{p}(\cos \theta)^{4}\right) \tag{D2}
\end{equation*}
$$

- We get all single-flux probability distribution. Based on this information, we can get all two-fluxes probability distributions between any two plaquettes. Basically, Eq. (D1) tells that any pair of separated plaquettes are independent, while the neighboring plaquettes are correlated. We can establish the set of equations for neighboring plaquettes:

$$
\begin{align*}
(\cos \theta)^{6} & =\sum_{m_{1}, m_{2}}\left(m_{1} m_{2}\right) P_{m}\left(m_{1}, m_{2}\right) \\
P_{m}\left(m_{1}\right) & =\sum_{m_{2}} P_{m}\left(m_{1}, m_{2}\right) \\
P_{m}\left(m_{2}\right) & =\sum_{m_{1}} P_{m}\left(m_{1}, m_{2}\right) \\
1 & =\sum_{m_{1}, m_{2}} P\left(m_{1}, m_{2}\right) \tag{D3}
\end{align*}
$$

Since $P_{m}\left(m_{1}, m_{2}\right)$ consists of $4=2^{2}$ variables and we have 4 equations, we can completely determine the two-point probability distribution.

- The above proof can be simply extended for any three-points probability distribution, and so on. More generally, for a given $1,2, \ldots, k-1$-points probability distributions and the correlation structure Eq. (D1), we can obtain $k$-plaquettes probability distribution. For a given $P_{m}\left(\left\{m_{i}\right\}_{i=1}^{k}\right)$ for a set of plaquettes enclosed by the boundary of length $l$, it satisfies the set of equations as the following:

$$
\begin{align*}
(\cos \theta)^{l} & =\sum_{\{m\}_{k}}\left[\prod_{i=1}^{k} m_{i}\right] P_{m}\left(\{m\}_{k}\right) \\
P_{m}\left(m_{i}\right) & =\sum_{\{m\}_{k} \backslash\left\{m_{i}\right\}} P\left(\{m\}_{k}\right) \\
P_{m}\left(m_{i}, m_{j}\right) & =\sum_{\{m\}_{k} \backslash\left\{m_{i}, m_{j}\right\}} P\left(\{m\}_{k}\right) \\
\vdots & \\
P_{m}\left(\{m\}_{k} \backslash\left\{m_{i}\right\}\right) & =\sum_{m_{i}} P_{m}\left(\{m\}_{k}\right) \\
1 & =\sum_{\{m\}_{k}} P_{m}\left(\{m\}_{k}\right) \tag{D4}
\end{align*}
$$

Note that the number of equations are simply given by the binomial expansion:

$$
\begin{equation*}
\# \text { of equations }=1+\binom{k}{1}+\binom{k}{2}+\cdots+\binom{k}{k-1}+1=2^{k} \tag{D5}
\end{equation*}
$$

Therefore, since we have $2^{k}$ independent equations, it should completely determines $P_{m}\left(\left\{m_{i}\right\}_{i=1}^{k}\right)$ with $2^{k}$ variables.

- By induction, since we know how to get all $P_{m}$ for a single plaquette, we can obtain $P_{m}(\boldsymbol{m})$ for all plaquettes. This implies that the loop correlation function is enough to completely specify the probability distribution for the fluxes.


## Appendix E: Removing complex phase factor by a shallow quantum circuit

Let us show that the difference between the measurement at $\phi \neq 0$, comparing to the case that $\phi=0$. If $\mathcal{P}|\psi\rangle$ is the pure state measured at $(\theta, \phi=0)$, then $\mathcal{P}_{\phi}|\psi\rangle$ measured at angle $(\theta, \phi)$ only differs from $\mathcal{P}|\psi\rangle$ by the $U(1)$ phase in their wavefunctions.

Without loss of generality, let us consider we perform measurements on all links on the cluster state on a $d$ dimensional square lattice.

$$
\begin{gather*}
\mathcal{P}_{\phi}=R_{x, \phi}^{-1} \mathcal{P} R_{x, \phi}, \quad R_{x, \phi}=\prod_{\text {links } l}\left(\cos \frac{\phi}{2} \mathbf{1}_{l}+\mathrm{i} \sin \frac{\phi}{2} X_{l}\right)  \tag{E1}\\
\mathcal{P}|\psi\rangle=\sum_{\left\{\sigma_{i}= \pm 1\right\}} \omega_{\left\{\sigma_{i}\right\}}\left|\left\{\sigma_{i}\right\}\right\rangle \otimes\left|s_{l}\right\rangle \tag{E2}
\end{gather*}
$$

It follows that

$$
\begin{equation*}
\mathcal{P}_{\phi}|\psi\rangle=R_{x, \phi}^{-1} \mathcal{P} R_{x, \phi}|\psi\rangle=R_{x, \phi}^{-1} \mathcal{P} \prod_{\text {links } l}\left(\cos \frac{\phi}{2} \mathbf{1}_{l}+\mathrm{i} \sin \frac{\phi}{2} \prod_{i \in l} Z_{i}\right)|\psi\rangle \tag{E3}
\end{equation*}
$$

Since the projectors are operators on links,

$$
\begin{align*}
\mathcal{P}_{\phi}|\psi\rangle & =R_{x, \phi}^{-1} \prod_{\text {links } l}\left(\cos \frac{\phi}{2} \mathbf{1}_{l}+\mathrm{i} \sin \frac{\phi}{2} \prod_{i \in l} Z_{i}\right) \mathcal{P}|\psi\rangle \\
& =R_{x, \phi}^{-1} \prod_{\text {links } l}\left(\cos \frac{\phi}{2} \mathbf{1}_{l}+\mathrm{i} \sin \frac{\phi}{2} \prod_{i \in l} Z_{i}\right) \sum_{\left\{\sigma_{i}= \pm 1\right\}} \omega_{\left\{\sigma_{i}\right\}}\left|\left\{\sigma_{i}\right\}\right\rangle \otimes\left|s_{l}\right\rangle \\
& =\sum_{\left\{\sigma_{i}= \pm 1\right\}} \omega_{\left\{\sigma_{i}\right\}} e^{\mathrm{i} \frac{\phi}{2} \sum_{\text {links } l} \prod_{i \in l} \sigma_{i}}\left|\left\{\sigma_{i}\right\}\right\rangle \otimes R_{x, \phi}^{-1}\left|s_{l}\right\rangle . \tag{E4}
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\left|\mathcal{P}_{\phi} \psi\right\rangle=U_{Z}|\mathcal{P} \psi\rangle, \quad U_{Z}=\prod_{l} e^{\mathrm{i} \frac{\phi}{2} \prod_{i \in l} Z_{i}} \tag{E5}
\end{equation*}
$$

The two states are related by a single-depth local unitary.
Similar results also hold when we measure the qubits on sites. For example, if we start with the $\mathbb{Z}_{2}^{(1)} \times \mathbb{Z}_{2}^{(1)}$ SPT state and measure the sites, the post-measurement state are related by

$$
\begin{equation*}
\left|\mathcal{P}_{\phi} \psi\right\rangle=U_{Z}|\mathcal{P} \psi\rangle, \quad U_{Z}=\prod_{i} e^{\mathrm{i} \frac{\phi}{2} \prod_{l \ni i} Z_{l}} \tag{E6}
\end{equation*}
$$

## Appendix F: Stochastic Sampling

In this appendix, we prove that the decoded correlation function calculated by maximum likelihood sampling protocol would give the correlation function of the RBIM. First, note that the conditional probability can be calculated as the following:

$$
\begin{equation*}
P_{s \mid m, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right)=\frac{P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) P_{m \mid s, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}} \mid \tilde{\boldsymbol{s}}\right)}{P_{m, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}}\right)} \tag{F1}
\end{equation*}
$$

where $P_{\varphi}^{\mathrm{RBIM}}$ is given as independent bond distribution where $p(s)=(1+\cos \varphi) / 2$. Note that

$$
P_{m \mid \boldsymbol{s}, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}} \mid \tilde{\boldsymbol{s}}\right)= \begin{cases}1 & \text { if } \boldsymbol{s} \sim \tilde{\boldsymbol{s}}  \tag{F2}\\ 0 & \text { otherwise }\end{cases}
$$

Also, note that

$$
\begin{equation*}
P_{s, \varphi}^{\mathrm{RBIM}}(\boldsymbol{s})=\frac{1}{2^{N} Z_{0}^{\tilde{\beta}}} \sum_{\boldsymbol{t}} e^{\tilde{\tilde{\beta}} \sum t_{i} s_{i j} t_{j}} \Rightarrow P_{m, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}}\right)=\frac{1}{Z_{0}^{\tilde{\beta}}} \sum_{\boldsymbol{t}} e^{\tilde{\beta} \sum t_{i} s_{i j} t_{j}} \tag{F3}
\end{equation*}
$$

where $Z_{0}^{\tilde{\beta}}=(2 \cosh \tilde{\beta})^{2 N}$ and $\tilde{\beta}=\tanh ^{-1} \cos (\varphi)$. It is straightforward that $\sum_{\tilde{\boldsymbol{s}}} P_{\boldsymbol{s}, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right)=1$.

## 1. Equivalence to the random bond Ising model (RBIM)

With these results, we can now compare the correlation functions of the RBIM and our decoded correlations. First, the RBIM correlation function is defined as

$$
\begin{equation*}
{\overline{\left\langle C_{i j}\right\rangle}}^{\mathrm{RBIM}}=\sum_{s} P_{s, \theta}^{\mathrm{RBIM}}(s)\left[\sum_{\boldsymbol{\sigma}} \frac{1}{Z_{\beta}[s]} \sigma_{i} \sigma_{j} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} s_{i j} \sigma_{j}}\right] \tag{F4}
\end{equation*}
$$

while the correlation function calculated by our protocol (where $\varphi=\theta$ is chosen) would be formally expressed as

$$
\begin{align*}
{\overline{\left\langle C_{i j}^{\text {decode }}\right\rangle^{\rho}}}_{\rho_{\theta}} & =\sum_{\boldsymbol{s}} \sum_{\boldsymbol{\sigma}} P_{s}^{\rho_{\theta}}(\boldsymbol{s})\left[\frac{1}{Z_{\beta}[\boldsymbol{s}]} \sum_{\tilde{\boldsymbol{s}}} P_{s, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right) t_{i}(\boldsymbol{s} \mapsto \tilde{\boldsymbol{s}}) t_{j}(\boldsymbol{s} \mapsto \tilde{\boldsymbol{s}}) \sigma_{i} \sigma_{j} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} s_{i j} \sigma_{j}}\right] \\
& =\sum_{\boldsymbol{s}} \sum_{\tilde{\boldsymbol{\sigma}}} P_{s}^{\rho_{\theta}}(\boldsymbol{s})\left[\sum_{\tilde{\boldsymbol{s}}} \frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} P_{s, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right) \tilde{\sigma}_{i} \tilde{\sigma}_{j} e^{\beta \sum_{\langle i j\rangle} \tilde{\sigma}_{i} s_{i j}^{\text {sample }} \tilde{\sigma}_{j}}\right] \\
& =\sum_{\tilde{\boldsymbol{s}}} \sum_{\tilde{\boldsymbol{\sigma}}}\left[\sum_{\boldsymbol{s}} P_{s, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right) P_{s}^{\rho_{\theta}}(\boldsymbol{s})\right]\left[\frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} \tilde{\sigma}_{i} \tilde{\sigma}_{j} e^{\beta \sum_{\langle i j\rangle} \tilde{\sigma}_{i} s_{i j}^{\text {sample }} \tilde{\sigma}_{j}}\right] \\
& =\sum_{\tilde{\boldsymbol{s}}} \sum_{\tilde{\boldsymbol{\sigma}}} P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}})\left[\frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} \tilde{\sigma}_{i} \tilde{\sigma}_{j} e^{\beta \sum_{\langle i j\rangle} \tilde{\sigma}_{i} s_{i j}^{\text {sample }} \tilde{\sigma}_{j}}\right]={\overline{\left\langle C_{i j}\right.}{ }^{\mathrm{RBIM}}}^{\text {RBIM }} \tag{F5}
\end{align*}
$$

where $\boldsymbol{m}_{\boldsymbol{s}}$ is the flux configuration calculated from the bond configuration $\boldsymbol{s}$. Here we used that $Z[\boldsymbol{s}]=Z[\tilde{\boldsymbol{s}}]$, and the following equality:

$$
\begin{align*}
\sum_{s} & P_{s, \varphi}^{\mathrm{RBIM}}\left(\tilde{\boldsymbol{s}} \mid \boldsymbol{m}_{\boldsymbol{s}}\right) P_{s}^{\rho_{\theta}}(\boldsymbol{s})=\sum_{\boldsymbol{s}} \frac{P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) P_{m, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}} \mid \tilde{\boldsymbol{s}}\right)}{P_{m, \varphi}^{\mathrm{RBIM}}\left(\boldsymbol{m}_{\boldsymbol{s}}\right)} P_{s}^{\rho_{\theta}}(\boldsymbol{s}) \\
& =\sum_{\boldsymbol{s} \sim \tilde{\boldsymbol{s}}} \frac{1}{2^{N}} P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) \frac{\sum_{t} e^{\beta \sum t_{i} s_{i j} t_{j}} / Z_{0}^{\beta}}{\sum_{t} e^{\tilde{\beta} \sum t_{i} s_{i j} t_{j}} / Z_{0}^{\tilde{\beta}}}=\frac{Z_{0}^{\tilde{\beta}}}{Z_{0}^{\beta}} P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) \frac{\sum_{t} e^{\beta \sum t_{i} s_{i j}^{\text {sample }} t_{j}}}{\sum_{t} e^{\tilde{\beta} \sum t_{i} s_{i j}^{\text {sample }} t_{j}}} \\
& =P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}}) \frac{Z_{\beta}[\tilde{\boldsymbol{s}}]}{Z_{\tilde{\beta}}[\tilde{\boldsymbol{s}}]} \cdot \frac{Z_{0}^{\tilde{\beta}}}{Z_{0}^{\beta}}=P_{s, \varphi}^{\mathrm{RBIM}}\left(s^{\text {sample }}\right) \frac{P_{s, \theta}\left(s^{\text {sample }}\right)}{P_{s, \varphi}\left(s^{\text {sample }}\right)} \tag{F6}
\end{align*}
$$

At $\beta=\tilde{\beta}(\varphi=\theta)$, the above expression simply becomes $P_{s, \varphi}^{\mathrm{RBIM}}(\tilde{\boldsymbol{s}})$. This result rigorously establishes the equivalence between our decoded correlation functions and those of the RBIM upon proposed stochastic sampling.

## 2. Optimal choice of $\varphi$

Now one can ask the following question: What if we choose $\varphi \neq \theta$ ? It means that the decoding scheme does not properly take into account of the internal noise structure. In this case, one can show that

$$
\begin{equation*}
{\overline{\left\langle C_{i j}^{\text {decode }, \varphi}\right.}}{ }^{\rho}={\overline{\left\langle C_{i j}\right\rangle_{\beta}\left\langle C_{i j}\right\rangle_{\tilde{\beta}}}}^{\rho_{\theta}}={\overline{\left\langle C_{i j}\right\rangle_{\tilde{\beta}}}}^{\text {RBIM, } p(\beta)} \tag{F7}
\end{equation*}
$$

which is the correlation function of the RBIM away from the Nishimori condition. The corresponding RBIM would be at the inverse temperature $\tilde{\beta}$ whose disorder distribution is determined by $p_{+}=(1+\cos \theta) / 2$, i.e., $\beta$.

Using the interesting observation by Nishimori [67], the ferromagnetic correlation for a given probability $p(\beta)=$ $(1+\tanh \beta) / 2$ is maximized when the inverse temperature $\tilde{\beta}=\beta$. Therefore, for an optimal estimation of the correlation functions, one should take $\tilde{\beta}=\beta$.

The derivation of Eq. (60) is a direct generalization of the following equality:

$$
\begin{align*}
& =\frac{1}{2^{N} Z_{0}^{\tilde{\beta}}} \sum_{\tilde{s}} \sum_{\sigma} \sum_{t} e^{\tilde{\beta} t_{i} \tilde{s}_{i j} t_{j}} \frac{P_{s, \theta}\left(s^{\text {sample }}\right)}{P_{s, \varphi}\left(s^{\text {sample }}\right)}\left[\frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} t_{i} \sigma_{i} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} \tilde{s}_{i j} \sigma_{j}}\right] \\
& =\frac{1}{2^{N} Z_{0}^{\tilde{\beta}}} \sum_{\tilde{\boldsymbol{s}}} \frac{P_{s, \theta}(\tilde{\boldsymbol{s}})}{P_{s, \varphi}(\tilde{\boldsymbol{s}})} Z_{\tilde{\beta}}[\tilde{\boldsymbol{s}}]\left[\sum_{t} \frac{1}{Z_{\tilde{\beta}}[\tilde{\boldsymbol{s}}]} e^{\tilde{\beta} t_{i} \tilde{s}_{i j} t_{j}}\right]\left[\sum_{\boldsymbol{\sigma}} \frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} \sigma_{i} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} \tilde{s}_{i j} \sigma_{j}}\right] \\
& =\sum_{\tilde{\boldsymbol{s}}} P_{s, \theta}(\tilde{\boldsymbol{s}})\left[\sum_{\boldsymbol{t}} \frac{1}{Z_{\tilde{\beta}}[\tilde{\boldsymbol{s}}]} t_{i} e^{\tilde{\boldsymbol{\beta}} t_{i} \tilde{\boldsymbol{s}}_{i j} t_{j}}\right]\left[\sum_{\boldsymbol{\sigma}} \frac{1}{Z_{\beta}[\tilde{\boldsymbol{s}}]} \sigma_{i} e^{\beta \sum_{\langle i j\rangle} \sigma_{i} \tilde{s}_{i j} \sigma_{j}}\right] \tag{F8}
\end{align*}
$$

## Appendix G: Minimum Weight Perfect Matching Problem

For a given flux configuration $\boldsymbol{m}=\left\{m_{p}\right\}$, the problem of finding a bond configuration $\boldsymbol{s}$ with the maximum number of ferromagnetic bonds can be mapped to the problem of finding a complete pairing between frustrated plaquettes $\left(m_{p}=-1\right)$ where the sum of the distances (in the square grid) between paired plaquettes is minimized [89].

More precisely, the problem is defined by the weighted graph $G=(V, E, W)$ with the following definitions:

- Vertices $V$ : the set of negative fluxes $m_{p}=-1$.
- Edges $E$ : the set of shortest paths along the square lattice among all vertices $V$.
- Weights $W$ : the set of (integer) distances for paths path in $E$.

Note that the resulting graph has all-to-all connections. Then, the objective is the following:

$$
\begin{align*}
\text { Minimize } & \sum_{v, v^{\prime} \in V} W\left(v, v^{\prime}\right) x\left(v, v^{\prime}\right) \\
\text { Constraints } & \sum_{v^{\prime}} x\left(v, v^{\prime}\right)=\sum_{v^{\prime}} x\left(v^{\prime}, v\right)=1 \\
& \sum_{v^{\prime}} x\left(v, v^{\prime}\right) \geq 0 \tag{G1}
\end{align*}
$$

where $x\left(v^{\prime}, v\right)=x\left(v, v^{\prime}\right)$ represents whether two vertices $v$ and $v^{\prime}$ are matched $\left(x\left(v, v^{\prime}\right)=1\right)$ or not $\left(x\left(v, v^{\prime}\right)=0\right)$. The constraint implies that all vertices are perfectly matched.


[^0]:    * jongyeon@kitp.ucsb.edu

[^1]:    ${ }^{1}$ Ising model and Ising gauge theory can be thought of as a model with 0 -form and 1 -form $\mathbb{Z}_{2}$ symmetries. A model where six spins at faces interact has a 2-form $\mathbb{Z}_{2}$ symmetry, which we call 2-form Ising model.

[^2]:    2 This is because $\prod_{e \ni v}\left(\prod_{f \ni e} s_{f}\right)=1$. In fact, for any $\theta$, these $\mathbb{Z}_{2}$ gauge charge configurations remain frozen.

[^3]:    ${ }^{3} \sum_{s} \mathcal{P}_{\boldsymbol{s}}=\mathbb{I}, \mathcal{P}_{s}^{2}=\mathcal{P}_{\boldsymbol{s}}$, and $\mathcal{P}_{\boldsymbol{s}} \mathcal{P}_{\boldsymbol{s}^{\prime}}=\delta_{\boldsymbol{s}, \boldsymbol{s}^{\prime}} \mathcal{P}_{\boldsymbol{s}}$.

[^4]:    ${ }^{4}$ The worst-case time complexity is different from the average time complexity. Indeed, the average performance time complexity is a lot smaller than the worst-case analysis, $\sim \mathcal{O}\left(M^{2.2}\right)$ for the rigorous MWPM algorithm and $\sim \mathcal{O}\left(M^{1.1}\right)$ for the approximated MWPM algorithm [68].

[^5]:    ${ }^{5}$ For example, in the context of measurement-induced phase transitions, the measurement rate $p$ corresponds to the tuning parameter and whether the resulting state has an area or volume law entanglement corresponds to the structure one wants to probe.

