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Quantum systems subject to random unitary evolution and measurements at random points in
spacetime exhibit entanglement phase transitions which depend on the frequency of these mea-
surements. Past work has experimentally observed entanglement phase transitions on near-term
quantum computers, but the characterization approach using entanglement entropy is not scalable
due to exponential overhead of quantum state tomography and post selection. Recently, an alter-
native protocol to detect entanglement phase transitions using linear cross-entropy was proposed
which eliminates both bottlenecks. Here, we report the demonstration of this protocol in systems
with one-dimensional and all-to-all connectivities on IBM’s quantum hardware on up to 22 qubits, a
regime which is presently inaccessible if post-selection is required. We demonstrate a collapse of the
data into a scale-invariant form with critical exponents agreeing with theory within uncertainty. Our
demonstration paves the way for studies of measurement-induced entanglement phase transitions
and associated critical phenomena on larger near-term quantum systems.

Quantum systems undergoing unitary evolution in the
presence of an observer making measurements (moni-
tored quantum systems) [1–3] exhibit unique dynamics,
distinct from both thermalizing closed systems [4] and
conventional open quantum systems [5]. When the sys-
tem is weakly monitored and subject to su�ciently en-
tangling unitaries, initial product states typically exhibit
a linear in time growth of the entanglement entropy, be-
fore evolving into steady states where the entanglement
entropy admits a volume-law scaling [6–10]. In con-
trast, strongly monitored systems are not able to sup-
port highly entangled states, resulting in area-law entan-
glement scaling even at long times [11, 12]. Separating
the two phases lies a phase transition, which was initially
found theoretically in simplified quantum circuit models
with mid-circuit measurements, and was later found to be
generic to a wide range of monitored dynamics [12–26].
Such measurement-induced phase transitions (MIPTs)
have recently garnered much interests [27], in part due to
multiple theoretical viewpoints one can take in describing
them [28–32].

An experimental observation of MIPTs was recently
demonstrated on IBM quantum hardware with up to
14 qubits [33]. By directly measuring the entanglement
entropy after a comprehensive quantum tomography of
the steady states, Koh et al. [33] were able to observe
an MIPT and confirm the competing e↵ects of random
unitaries and mid-circuit measurements. However, the
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experiment required over 5200 device-hours and is lim-
ited in scalability due to the exponential cost of quantum
state tomography and post-selection of measurement out-
comes. The lifetime of superconducting qubits also puts
a stringent limit on the circuit depth (as well as on sys-
tem size when circuit depth scales with the number of
qubits), since mid-circuit measurements can be an order
of magnitude slower than two-qubit unitary gates.

To avoid mid-circuit measurements, a space-time du-
ality mapping was introduced [34, 35] and recently im-
plemented on Google’s superconducting processor [36],
where MIPT-like physics was observed in 1D unitary cir-
cuits with a reduced number of post-selections, and at
the boundary of shallow 2D unitary circuits of 70 qubits
without post-selection. Alternatively, order parameters
based on reference qubits can be used to e�ciently and
scalably probe MIPTs [37], where post-selection can be
avoided with an accompanying classical simulation. The
use of a reference qubit to probe MIPTs has been demon-
strated in trapped ion systems for Cli↵ord circuits [38],
featuring a high gate fidelity and non-local qubit connec-
tivity. Another order parameter which can be used to
probe MIPTs is the cross entropy [39], which requires no
ancilla qubits and lacks the exponential overhead of post
selection. Although the theoretical basis for this method
has been established, a demonstration of this protocol on
near-term quantum hardware has not yet been reported.

In this Letter, we report an experimental demonstra-
tion of the detection of MIPTs on prototypical hybrid
Cli↵ord circuit models with up to 22 physical qubits. The
required circuits were executed in less than 8 device-hours
on IBM superconducting devices, representing a decrease
in device time by nearly two orders of magnitude com-
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Figure 1: Schematic of the protocol demonstrated in
this Letter. (a) An L-qubit Cli↵ord circuit used in the
cross entropy benchmark protocol [39]. We choose the
initial state |�i to be either |0T i⌦L/2, where |T i is a
magic state, or |0i⌦L. The red box represents one layer
of unitaries (and one layer of measurements in the bulk
stage). (b) The compressed L/2-qubit circuit consisting
of at most L/2 multi-qubit Pauli measurements. The
compressed initial state is |�0i = |T i⌦L/2 or |0i⌦L/2.

pared to the approach based on measuring entanglement
entropy. Moreover, a circuit compression technique al-
lows us to investigate circuit models with all-to-all con-
nectivity on IBM’s 2D layout. From the data, we ex-
tract critical exponents which are compatible with the-
oretical predictions within the experimental uncertainty.
This work paves the way for studies of other critical phe-
nomena on near-term quantum hardware and provides a
potential benchmarking tool for quantum circuits with
mid-circuit measurements.

Circuit model and cross entropy benchmark.— We be-
gin by describing the cross entropy benchmark protocol
of Ref. [39]. We consider a family of random circuits,
where each circuit consists of two stages: an purely uni-
tary “encoding stage” consisting of tencoding layers, and a
“bulk stage” consisting of tbulk layers with both unitary
gates and mid-circuit measurements, see Fig. 1(a). For
an L-qubit circuit, both stages must contain a number of
layers scaling at least linearly with L for the system to
enter a steady state, particularly when the steady state
has volume-law scaling of entanglement entropy.

The protocol involves the application of the same cir-
cuit to two di↵erent initial states, ⇢ and �, and a compar-
ison between the two ensembles of measurement records.
For a given circuit C with N mid-circuit measurements,
a measurement record m = (m1,m2, . . . ,mN ), where mj

are the outcomes (0 or 1) from each mid-circuit mea-
surement, is sampled by running the circuit on quantum
hardware with input state ⇢. The sampled measurement
records obey a probability distribution, which we denote
as p

⇢
m. We also implement the sampling experiment us-

ing classical simulations of the same circuit, but with a
di↵erent (stabilizer) initial state �. The corresponding
measurement record probabilities is similarly denoted as
p
�
m. The normalized linear cross entropy acts as a dis-

tance measure between the two distributions, and is de-
fined for this circuit as

�C =

P
m p

⇢
mp

�
mP

m(p�m)2
, (1)

which can be estimated by taking the sample average of
p
�
m/

�P
m(p�m)2

�
over many runs of the quantum circuit

with input state ⇢. We then average over random circuits
C, obtaining the final cross entropy for a given measure-
ment rate as � = EC�C . As shown in [39], for ⇢ 6= �

and in the absence of noise, the quantity � acts as an
order parameter which, in the thermodynamic limit, ap-
proaches 1 when the system is in the volume-law phase
and approaches a constant strictly less than 1 in the area-
law phase. Intuitively, � measures the distinguishability
of the two initial states by comparing mid-circuit mea-
surement records, after the two initial states are “scram-
bled” by the encoding unitary. Previously, the linear
cross entropy has been used as a figure of merit for ran-
dom circuit sampling [40–43], or in benchmarking quan-
tum simulators [44, 45]. For � to be e�ciently obtainable
from quantum and classical hardware, the probabilities
p
�
m, as well as

P
m(p�m)2, need to be e�ciently classically

computable. This is possible when the bulk of the cir-
cuit contains only Cli↵ord operations and when the input
state � is a stabilizer state. The cross entropy protocol is
similar in spirit to hybrid quantum-classical observables
used in previous experiments [36, 38] (see also [46, 47])
and, as we will show, allows us to probe the transition
and obtain critical exponents on noisy processors.
Experimental implementation.— We implemented this

approach on IBM Quantum processors. The systems
we considered are a 1D chain with nearest-neighbor
qubit connectivity and an infinite-dimensional system
with all-to-all qubit connectivity. We chose the ini-
tial L-qubit states on the quantum processor in both
cases to be ⇢ = |0T0T · · · 0T ihT0T0 · · ·T0| with |T i =
(|0i+exp (i⇡/4)|1i)/

p
2, the alternating magic state, and

� = |0⌦Lih0⌦L|, the all-zero state. Note that ⇢ is not a
stabilizer state. For the alternating magic states, the
number of T gates grows linearly with the number of
qubits, so that an exact simulation of the circuit is clas-
sically intractable [48–51].
For all experiments, the circuits are constructed using

alternating layers of unitaries and measurements. Each
unitary layer consists of L/2 two-qubit unitary gates,
sampled uniformly from the two-qubit Cli↵ord group.
For the 1D chain, the two-qubit Cli↵ord gates are applied
in a brickwork pattern on nearest-neighbor qubits. For
the infinite dimensional system, L/2 two-qubit unitaries
are applied to pairs of qubits selected uniformly at ran-
dom. Each measurement layer, in both the 1D chain and
the infinite-dimensional system, consists of single-qubit
Z measurements occurring on each qubit with probabil-
ity p. For both systems, we used an encoding ratio and
bulk ratio of 3, namely tbulk = tencoding = 3L.
The resulting circuits with the above properties have

as many as L2 mid-circuit measurements, which are rel-
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Figure 2: Cross entropy for identical initial states
(⇢ = �) obtained from ibm sherbrooke with up to 18
physical qubits (equivalent to a system size of L = 36
qubits before compression). The errors incurred from
the physical qubits results in a cross entropy lower than
the theoretical value of 1.

atively slow operations and introduce both readout and
quantum state errors, and so they cannot be executed
while preserving adequate fidelity. We therefore employ
a circuit compression scheme which exploits the input
state being an alternating magic state and the circuit
bulk being fully Cli↵ord (see SI Sec. S1) [52]. After cir-
cuit compression, we obtain a circuit with L/2 hardware
qubits and at most L/2 multi-qubit Pauli measurements,
significantly fewer than an average of ptbulkL2 measure-
ments in the original uncompressed circuits. The initial
state of the circuit is now |T i⌦L/2, see Fig. 1(b). All cir-
cuits used in our experiments use Cli↵ord compression,
allowing us to treat up to 44 qubit systems using only 22
physical qubits.

For the 1D-chain experiments, qubits were selected
heuristically at submission time based on the one-qubit
gate, two-qubit gate, and readout error rates provided
by IBM in their hardware calibration data. We selected
the qubits based on a minimization of the average errors
that would occur in all circuits based on the number and
placement of gates and measurements in the circuits (see
SI Sec. S3). For the all-to-all experiments, we used the
same qubit layouts that were selected for the 1D-chain.
For all experiments, we generated 1000 random circuits
for each (L, p) pair, and each circuit was run 1000 times
on the ibm sherbrooke machine.

Results for 1D connectivity.— We first present the ex-
perimental results when we set ⇢ = � to provide a bench-
mark of the hardware performance. We obtain the cir-
cuits from the compressed 1D circuits, but replace all |T i
states with |0i states, so that the initial states on both ⇢

and � are the all-zero state, see Fig. 1(b). In this case,
since the circuits run on both the quantum and classical
sides are identical, we expect to observe � = 1 for all
L and for all p in the absence of any noise or hardware
errors. The deviation of the cross entropy from 1 there-

Figure 3: (a) Cross entropy � for 1D chains with up to
22 physical qubits (corresponding to a system size of
L = 44 qubits before compression) computed on
ibm sherbrooke. (b) Collapse of cross entropy curves
near the critical point obtained by minimizing the
scatter of all points to an unknown scaling function.
The fitting procedure gives a critical measurement rate
of pc = 0.14± 0.01 and critical exponent ⌫ = 1.4± 0.5.

fore provides a measure of the overall errors and noise in
the circuit, which could be due to various sources such
as gate errors, qubit decay and dephasing, and cross-talk
from mid-circuit measurements.
Fig. 2 shows the cross entropy � versus p for various

L. We observe that � > 0.9 for L > 8 for all p, but it
decreases below unity for larger L and p & 0.1. That
� ⇡ 1 for small L can be attributed to the short circuit
depths of these circuits. For instance, a compressed four
qubit circuit requires only two physical qubits and two
Pauli measurements, allowing them to be executed with
high fidelity and resulting in a high cross entropy. For in-
creasing L at fixed p, both uncompressed and compressed
circuits contain more mid-circuit measurements.
The trends of � with L and p in Fig. 2 qualitatively

agree with noisy simulations (see SI Sec. S2).
We next present experimental results for the 1D chain

for ⇢ 6= �. Fig. 3 shows � versus p for L between 4
and 44 (2 to 22 physical qubits) up to p = 0.2 obtained
from the 127 qubit ibm sherbooke device. Qualitatively,
we see the expected characteristics as described below
Eq. (1); namely, with increasing L, � approaches unity
for p . 0.12, while it plateaus to a constant < 1 for larger
values of p. The curves for di↵erent L cross at a value of
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p we denote as pc, with pc 2 (0.15, 0.175).
The cross entropy � is related to a domain wall free

energy in an associated statistical mechanics model [39],
and its value near the critical point depends only on the
ratio of the system size and the correlation length, ac-
cording to standard scaling hypotheses. We verify this
hypothesis by collapsing the data from di↵erent system
sizes L and measurement probabilities p to an unknown
but universal scaling function F :

�(L, p) = F

h
L
1/⌫(p� pc)

i
, (2)

where ⌫ is the critical exponent that controls the di-
vergence of the correlation length, and pc is the criti-
cal measurement rate [53]. With F unknown, we follow
standard methods [33, 54] to choose the parameters pc

and ⌫ so as to optimize the quality of the data collapse
(see SI Sec. S4). The resulting collapsed curve is shown
in Fig. 3(b). We obtain the critical measurement rate
pc = 0.14 ± 0.01 and critical exponent ⌫ = 1.4 ± 0.5 at
the 90% confidence level. Our reported values of pc and
⌫ are in quantitative agreement with classical numeri-
cal calculations of uncompressed circuits in the presence
of 0.1% erasure noise, where we obtained ⌫ ⇡ 1.33 and
pc = 0.14, see SI Sec. S2. For chains of fewer than 10
qubits, finite-size e↵ect are observed as indicated by de-
viations from the collapsed curve as well as the plateau
to a larger value for large p. Removing the smaller sys-
tem sizes from the fitting did not change the values of ⌫
and pc within the reported uncertainties.

Results for all-to-all connectivity.— We finally present
the experimental results for the all-to-all connectivity
experiment. Compared to 1D systems, all-to-all con-
nected systems without compression would require O(L3)
SWAP gates per circuit to implement all the 2 qubit uni-
taries on hardware with nearest neighbor interactions.
This prohibitive scaling makes all-to-all systems harder
to simulate than 1D systems. With circuit compression,
however, the resource requirements are the same as the
1D system since in both cases the compressed circuits
have L/2 qubits and at most L/2 mid-circuit measure-
ments. We demonstrate this resource reduction applica-
tion of circuit compression by experimentally observing
an MIPT for an all-to-all connected system. Theory pre-
dicts qualitatively similar dependencies of the cross en-
tropy on p and L as in the 1D case, but the transition
is in a di↵erent universality class [55]. The initial states
used in this experiment are the same as in the 1D-chain
case.

Fig. 4 shows � for p increasing from 0.05 to 0.325. The
qualitative features of � in the all-to-all case are similar
to the 1D-chain case, with larger values of � for larger
systems when p < pc, crossing of all � for di↵erent L

at critical value of p, and a plateau to a constant for
p > pc. The critical values we extract from fitting to the
finite size scaling form Eq. (2) are pc = 0.26 ± 0.02 and
⌫ = 1.9± 0.4 at the 90% confidence level.

A mean-field analysis of all-to-all circuits [55] predicts
⌫ ⇡ 2.5, and numerical simulations of uncompressed

Figure 4: (a) Cross entropy � for infinite-dimensional
systems with up to 20 physical qubits (corresponding to
a system size of L =40 qubits before compression)
computed on ibm sherbrooke. (b) Collapse of cross
entropy curves near the critical point obtained by
minimizing the scatter of all points to an unknown
scaling function. The fitting procedure gives a critical
measurement rate of pc = 0.26± 0.02 and critical
exponent ⌫ = 1.9± 0.4.

noisy circuits in the presence of a 0.1% erasure chan-
nel predicts ⌫ ⇡ 0.8 (see SI Fig. S7). The presence of
noise evidently reduces the value of ⌫, and may explain
why the ⌫ obtained from experiments is lower than the
theoretical value of 2.5. The increased value of pc for the
infinite-dimensional case compared to the 1D case is con-
sistent with the intuitive picture that entanglement in a
system with high connectivity is more stable to measure-
ments that in one with low connectivity.
Resource analysis.— We now discuss the resource re-

quirements of this protocol compared to previous studies
of measurement-induced phase transitions. The demon-
strations reported here required fewer than 8 device-
hours while retaining the hardware implementation of
mid-circuit measurements. This value is more than two
orders of magnitude less than the 5200 device-hours
in Ref. [33] Additionally, we were able to demonstrate
this protocol using 22 hardware qubits, corresponding
to uncompressed systems of up to 44 qubits. This size
regime is presently inaccessible to protocols requiring
post-selection.
In particular, the total number of device-hours re-

quired was reduced from above 5200 device-hours in
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Ref. [33] to less than 8 device-hours in our demonstra-
tion while retaining the hardware implementation of mid-
circuit measurements.

With the use of circuit compression, we expect that
larger systems with as many as 30 physical qubits could
be accessed while still maintaining the fidelity of the
current experiments. The limiting factor in the present
demonstration is only the computational cost of the cir-
cuit compression which scales polynomially with system
size. As this work focused on demonstrating the protocol
on near-term hardware, we did not emphasize e�cient
implementations of the classical circuit-compression al-
gorithm; this task could be a focus of future work. To
increase to larger system sizes, the bulk and encoding ra-
tios can also be reduced from 3, used in our experiments,
to as low as 1 while still maintaining a visible phase tran-
sition.

Improvement of the experimental performance of the
processor, for instance by reducing cross-talk and intro-
ducing carefully tailored dynamical decoupling sequences
may also allow us to explore the phase transition in even
larger systems. Preliminary experiments including dy-
namical decoupling show some improvement in the fi-
delity obtained in the intermediate regime of 5 to 8 hard-
ware qubits; however, for larger systems dynamical de-
coupling had little e↵ect and so was not used in any of
the experiments, see SI Sec. S6. We have also attempted
a readout error mitigation for our ⇢ 6= � experiments in
1D, which did not change our results and was not applied
to our data, see SI Sec. S6.

Discussion.— Our results show that MIPTs can be
studied e�ciently for systems with various connectivi-
ties on near-term superconducting quantum hardware,
when restricted to Cli↵ord circuits with an arbitrary ini-
tial state. The cross-entropy protocol used in this Letter
eliminates both of the exponential bottlenecks in previ-
ous studies of MIPTs on superconducting hardware [33]
while preserving the mid-circuit measurements in the
bulk of the circuit, providing a benchmark for the qual-
ity of mid-circuit measurements in near-term quantum
hardware. In future work, this protocol may be extended
to extract other critical exponents using a di↵erent cir-
cuit structure [39], or to detect other related phenom-
ena [25, 56–59].

A technique we used throughout this work is Clif-
ford circuit compression, which takes a circuit with non-
stabilizer initial states and outputs a gate-e�cient repre-
sentation for it. Circuit compression allows us to study
systems larger than the number of available hardware
qubits while minimizing the number of mid-circuit mea-
surements, which is the slowest element of hybrid cir-

cuits. Circuit compression also makes possible the ex-
ploration of related phenomena on graphs that cannot
be embedded in 2D, for example on those with all-to-
all connectivity [22, 23] or on trees [15, 47]. From the
cross entropy data for ⇢ 6= � we can extract critical ex-
ponents that are evidently comparable to classical simu-
lations and theoretical predictions, even though no error
mitigation techniques are applied. On the other hand,
the circuit compression complicates the propagation of
noise, whose analysis we leave for future work.
Comparing �⇢=� (Fig. 2) with �⇢ 6=� (Fig. 3(a)), we

find that the former is often visibly smaller than the lat-
ter, particularly for the larger values of p we accessed
in our experiments. On the other hand, as we show in
SI Sec. S2 with rigorous arguments, one has the bound
�⇢=� � �⇢ 6=� in Cli↵ord circuits with a simple noise
model, namely those that can be written as stabilizer
operations and their probabilistic mixtures. These in-
clude the erasure errors we use in our classical numerical
simulations. We attribute the violation of this bound to
real device error, which necessarily involves e.g. coher-
ent and non-unital noise which are not included in our
simple noise model. Evidently, �⇢=� is more sensitive
to noise than when two di↵erent initial states are used.
It will be an interesting future direction to explore the
e↵ects and the description of real device noise on the
critical properties, and conversely, the extent to which a
phase transition in cross entropy can be informative of
experimental conditions and changes, such as dynamical
decoupling, for large systems where process tomography
is too costly.
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S1. COMPRESSION OF CLIFFORD CIRCUIT WITH MAGIC INITIAL STATE

Here we describe the Cli↵ord based compression algorithm we use to reduce the required number of physical qubits
by a factor of two, as well as to reduce the total number of mid-circuit measurements to equal the number of physical
qubits. The compression is based on Ref. [S1] with an improvement that removes the requirement for dynamic circuits
(adaptivity), instead using an e�cient classical simulation and classical coin flipping. Here, we first summarize the
compression algorithm stated in Ref. [S1], and then explain how to remove the adaptivity.
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A. Summary of the compression algorithm

In a particular circuit realization the unitaries and the measurements can be written as

Cm = . . . U3Mm2U2Mm1U1. (S1)

Here mj is the j-th measurement outcome of the entire record, and correspondingly Mmj = (1 + (�1)mjPj)/2 is the
j-th projection operator, with Pj the Pauli operator being measured. Moving all unitaries past the measurements to
the right, we can equivalently write

Cm = . . .fMm2
fMm1 , (S2)

where

fMmj =
1

2
(1 + zj

fPj), ePj = U
†
1
U

†
2
. . . U

†
j PjUjUj�1 . . . U1 (S3)

are now multi-site Pauli measurements and zj = (�1)mj .
Let A = {1, . . . , k}, and B = {k+1, . . . , N}. Following Ref. [S1], we state without proof that the following algorithm

correctly samples an output bitstring of the circuit C on a input state in the new basis, with input states of the form
| i = |�Ai ⌦ |0⌦N�k

B i.

1. Initialize the quantum state |�Ai, define the initial stabilizer group S = hZk+1, . . . ZN i, and let the Pauli
operators be { ePj}.

2. Consider each ePj in increasing order of j. For each j there are three possible cases:

(a) ePj 2 S. In this case the measurement result is deterministic, and can be classically computed and we do
not need to update the state or S.

(b) ePj /2 S, and it anticommutes with at least one element Q 2 S. In this case, the measurement result of ePj

is equally likely zj = ±1. We can flip a classical coin to sample zj . Further, we need to account for the
change in the state, which can be shown to be

|�i ! Vj(zj)| i (S4)

where Vj(zj) is a Cli↵ord unitary operator

Vj(zj) =
1p
2
(Q+ zj

ePj). (S5)

Instead of evolving the state and updating S, we adopt the Heisenberg picture and modify all subsequent
measurements ePk>j as follows,

ePk ! Vj(zj)
† ePkVj(zj), 8k > j. (S6)

(c) ePj /2 S, and it commutes with all elements of S. It then necessarily commutes with Zk+1, . . . , ZN since
these stabilizers are permanent, as we can check at the end of the algorithm (see comment 2 below). It
follows that ePj only contains the identity operator or the Pauli Z operator on B. We can then consider a
truncated Pauli operator that is supported only on A,

ePA
j := ⌘j · ePj |A, (S7)

where ePj |A is the restriction of ePj on A, and the sign ⌘j = ±1 can be chosen such that for any state |�Ai
we have

h�A| ePA
j |�Ai = h�A ⌦ 0⌦N�k

B | ePj |�A ⌦ 0⌦N�k
B i. (S8)

The measurement of ePj on the joint system AB can therefore be faithfully simulated by a measurement of
ePA
j on just A. We perform this measurement on the state |�Ai, update the state accordingly and record

the measurement result z0j . We then update the stabilizer group as

S ! hS, z0j ePA
j i. (S9)
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We see that in this algorithm

1. Cases (1) and (2) can be accounted for by classical simulation, and only in case (3) a quantum operation on
|�Ai needs to be performed.

2. The stabilizer group S gets augmented only in case (3), and can be augmented at most k times. Once an
operator is added into S, it will remain in S until the algorithm terminates.

In this way, a given sequence of multi-site measurements can be simulated by a “compressed circuit” with at most k
multi-site measurements on A, as well as classical coin flips, up to a polynomial time overhead.

B. Removal of adaptivity

A technical problem of the above algorithm is that the update of the stabilizer group S in case (c) depends on the
quantum measurement result z

0
j . Not knowing z

0
j before the circuit execution will lead to the lack of knowledge of

the sign of Q 2 S in case (b) if occuring after the update of S due to case (c). Here we show the adaptivity can be
removed by proving that the e↵ect of flipping signs of z0j or Q can be captured by classical postprocessing.

In order to prove it, we first notice that Q ! �Q is equivalent to zj ! �zj in Eq. S5 (V ! �V has no e↵ect on
Eq. S6). We additionally notice that

Vj(�zj) = QVj(zj)Q, (S10)

so that for any k > j,

Vj(�zj)
† ePkVj(�zj) = QVj(zj)

†
Q ePkQVj(zj)Q

= �Q, ePk
QVj(zj)

† ePkVj(zj)Q

= �Q, ePk
�Q,Vj(zj)† ePkVj(zj)

Vj(zj)
† ePkVj(zj), (S11)

where we have defined the commutator of Pauli operators A,B

AB = �A,BBA. (S12)

Eq. (S11) implies that flipping measurement results z0j at most result in sign changes of the subsequent measurements

operators ePk>j , and such sign dependence can be classically captured. In practice, we can first determine the form of
each Pauli operator to be measured on A in the compressed circuit, and assume they all have +1 sign; the adativity
can be re-introduced in post-processing, by flipping the measurement results appropriately.

C. Decomposition of the Pauli-based computing model to a common gate set

Here we describe an algorithm to decompose each multi-qubit Pauli measurement in Eq. (S2) to

Pj =

 
Y

i

Ci

!†

Z[k]

 
Y

i

Ci

!
,

where {Ci} contains up to m single-qubit Cli↵ord operations and 2m CNOT gates. For a Pauli string Pj = ⌦m
i=1

Pj [i],
where Pj [i] 2 I,X, Y, Z, we first convert each X and Y to a Pauli Z at qubit i by a single-qubit Cli↵ord operation
C[i], i.e. C[i]Pj [i]C[i]† = Z[i]. After this step, the Pauli string becomes a string of Is and Zs. We note the fact that
CNOT1,2(I ⌦ Z)CNOT1,2 = (Z ⌦ Z) and CNOT1,2(Z ⌦ Z)CNOT1,2 = (I ⌦ Z). Thus we first sequentially convert
the Pauli string to the form of I...IZ...ZI...I by converting adjacent ZI or IZ to ZZ, and then sequentially convert
it to I...IZI...I with a single Z in the middle by converting adjacent ZZ to IZ or ZI.

By using the above algorithm for the decomposition of Pj=1, we obtain Pj=1 = (
Q

Ci)†Z[k](
Q

Ci). However,
instead of naively applying the algorithm for each Pj , we first “absorb” (

Q
Ci)† into the rest of the Pauli strings

by Pj ! (
Q

Ci)Pj(
Q

Ci)†, and then apply the above algorithm to the next Pauli measurement. By doing such
“absorption”, we roughly reduce the number of CNOT gates by half. Finally, the compressed circuit is decomposed
to at most m2 single-qubit gates and 2m2 CNOT gates.
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Before compression After compression
Num. hardware qubits L L/2

Average depth 9L L2

Num. 2 qubit gates 3L2 L2/2
Avg. num. measurements 3L2p L/2

Table I: Hardware resources required before and after Cli↵ord circuit compression for a fixed L and p. The number
of hardware qubits, average depth, and average number of 2 qubit gates required are reduced by a constant factor
after compression, whereas the average number of measurements is reduced by a factor of L and is independent of p.
The values in this table apply both to the 1D system as well as the all-to-all system.

D. Resource reduction after circuit compression

In Table I we present a summary of the quantum hardware resource requirements before and after circuit com-
pression. Here we are setting tbulk = tencoding = 3L and using an initial ⇢ state that is an alternating magic state.
The number of hardware qubits as well as the number of 2 qubit gates are both reduced by a constant factor after
compression, while the average number of measurements becomes independent of the measurement rate p. We note
that although the depth increases by a factor of L after circuit compression, for the system sizes in our experiments
the increase in depth was not a limiting factor.

S2. SIMULATED NOISY DATA

In this section, we provide classical numerical simulations as a reference for experimental data presented in the main
text. All circuits considered here are drawn from the same ensemble as the experimental runs, and are simulated
without compression.

A. 1D circuits and statistical mechanics interpretation

For the 1D case, we first choose ⇢ = � = (|0ih0|)⌦L, as in Fig. 2. In the circuit, we insert an erasure channel
at each spacetime location of the ⇢-circuit with probability q = 0.1%, while keeping the �-circuit noiseless. The
erasure channel replaces the local density matrix with a maximally mixed one, and upon averaging over random
circuit realizations becomes a weak depolarizing channel,

Ex(⇢) = (1� q)⇢+ q

✓
1
2

◆

x

⌦ trx⇢

�
. (S13)

The results are shown in Fig. S1(a), where we see a decrease in �noisy
⇢=� when either L or p is increased. This trend is

qualitatively consistent with what we observe in Fig. 2. The data can be fitted to the following functional form,

�
noisy

⇢=� / exp
⇥
�↵(p, q) · L2

⇤
, (S14)

where ↵(p, q) is a nonzero coe�cient depending on p and q, see Fig. S1(b). As we will explain below, this form can
be motivated from a statistical mechanics picture, see Eq. (S24). However, this functional form is inconsistent with
the experimental data, see Fig. S1(c).

Next we consider the ⇢ 6= � case, but instead with stabilizer initial states ⇢ = 1

2L
1 and � = (|0ih0|)⌦L to facilitate

e�cient classical simulation. In Fig. S2(a), we present numerical results obtained from a noiseless simulation. The
overall trend of the results are in qualitative agreement with those in Fig. 3. The data collapse in Fig. S2(b) is
performed with pc = 0.16 and ⌫ = 1.33, as consistent with Ref. [S2].

We also perform a noisy simulation for ⇢ = 1

2L
1 and � = (|0ih0|)⌦L, where we insert an erasure channel at each

spacetime location of the ⇢-circuit with probability q = 0.1%. The numerical results are shown in Fig. S3. As we
anticipate from statistical mechanics arguments (see Ref. [S2] and below), for any finite noise rate, the cross entropy
will be suppressed to zero for all value of p, in the thermodynamic limit. For small system sizes (before the cross
entropy is reduced to zero) the curves will instead appear to cross at a smaller value of pc. Indeed, the best fit for pc
has now shifted to a smaller value, pc ⇡ 0.14 (whereas we use the same value for ⌫), close to the one used for fitting
in the main text.



5

1. Statistical mechanics picture

The qualitative behavior the results in Fig. S3 can be understood from a mapping to statistical mechanics models,
which we briefly describe here. (We refer the reader to Ref. [S2] and references therein for further details.) Recall
that

� := EC�C = EC

P
m p

⇢
mp

�
mP

m (p�m)2
= EC

P
m tr[Cm(⇢)] · tr[Cm(�)]P

m(tr[Cm(�)])2
= EC

P
m tr[C⌦2

m (⇢⌦ �)]
P

m tr[C⌦2
m (� ⌦ �)]

. (S15)

Here Cm(⇢) denotes the resultant state when unitaries and projective measurements (labeled by the measurement
record m) from C are applied to the initial state ⇢.1 It is easier to study the following proxy quantity, which is an
approximation of � by averaging the numerator and the denominator separately over C,

� =
EC
P

m tr[C⌦2
m (⇢⌦ �)]

EC
P

m tr[C⌦2
m (� ⌦ �)]

. (S16)

For C a brickwork circuit with local 2-qubit random unitary gates forming a 2-design, the averages can be performed.
As a result, the numerator and the denominator will both take the form of a partition function of the Ising model
on a triangular lattice, where the Boltzmann weights can be explicitly written down ([S3–S7]). The two partition
functions are identical in the bulk, and only di↵er in their boundary conditions (coming from the di↵erence in initial
states). Following Ref. [S2], we denote them Z⇢ 6=� and Z⇢=�, respectively.

In all our circuits we choose ⇢ and � to be tensor products of onsite density matrices, and let them be di↵erent states.
We also take the circuit to have a purely-unitary “encoding” stage without measurements, before measurements take
place (see Fig. 1 of the main text). Within these circuits, � = Z⇢ 6=�/Z⇢=� corresponds to the partition function ratio
shown in Fig. S4(a). Each term lives in a rectangular geometry, with the lower half an Ising model at zero temperature
(corresponding to the encoding stage), and the upper half at finite temperature [S2]. The blue color denotes a “+”
boundary condition, and the yellow color denotes a “�” one. The numerator Z⇢ 6=� has a boundary condition where
both the top and bottom spins are fixed to be +, whereas Z⇢=� has an additional contribution where the bottom
boundary condition is also “�”. Thus,

�⇢ 6=� =
Z⇢ 6=�

Z⇢=�
=

1

1 + Z+�/Z++

. (S17)

The p < pc phase of circuit maps to the the ferromagnetic phase of the Ising magnet, where � ln(Z+�/Z++) is the
free energy of a horizontal domain wall separating the bottom and the top (see Fig. S4(a)), which diverges with L,
therefore � ! 1. On the other hand, in the p > pc “paramagnetic” phase the domain wall free energy vanishes, so

Figure S1: (Left) Results from noisy numerical simulations of Cli↵ord circuits in 1D, for system sizes L  40. We
take the initial states ⇢ = � = (|0ih0|)⌦L as in Fig. 2, and randomly insert an erasure channel at each spacetime
location of the ⇢-circuit with probability q = 0.1%. (Middle) We find the data consistent with the functional form in
Eq.(S14). (Right) Experimentally obtained �. The non-linear behaviour may be caused due to coherent errors or
other noise sources not captured by an erasure channel.

1 This notation is di↵erent from Ref. [S2] to accommodate possible appearances of quantum channels.
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Figure S2: (Left) Results from noiseless numerical simulations of Cli↵ord circuits in 1D, for system sizes L  256. In
our simulation, we take ⇢ = 1

2L
1 and � = (|0ih0|)⌦L, as in Ref. [S2]. (Right) When fitting the data to the scaling

form in Eq. (2), we obtain pc ⇡ 0.16 and ⌫ ⇡ 1.33, as consistent with Ref. [S2].

Figure S3: (Left) Results from noisy numerical simulations of Cli↵ord circuits in 1D, for system sizes L  40. We
take the same initial states ⇢ and � as in Fig. S2, and randomly insert an erasure channel at each spacetime location
of the ⇢-circuit with probability q = 0.1%. (Right) When fitting the data to the scaling form in Eq. (2), we use
pc ⇡ 0.14 and ⌫ ⇡ 1.33 as obtained from Fig. 3 in the main text, where we find consistency.

Z+�/Z++ ! 1 and � ! 1/2. We see that the numerical value of � in the p > pc phase di↵ers from our numerical
results, due to the annealed average.

The Ising picture is also useful for a qualitative understanding of the behavior of linear cross entropy in the presense
of noise. For simplicity, we take the the noise to be a random erasure at each spacetime location. The cross entropy
now reads

� := EC,N�C,N = EC,N

P
m tr[(C 0

m ⌦ Cm)(⇢⌦ �)]
P

m tr[C⌦2
m (� ⌦ �)]

. (S18)

Here the circuit C 0 is obtained from C by inserting erasure noise (denoted N ) at random spacetime locations, which
in general turns pure states into mixed states. Similarly, we define

�
noisy

⇢ 6=� =
EC,N

P
m tr[(C 0

m ⌦ Cm)(⇢⌦ �)]

EC
P

m tr[C⌦2
m (� ⌦ �)]

=
Z

noisy

⇢ 6=�

Z⇢=�
. (S19)
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Figure S4: Mapping � defined in Eq. (S17) to quantities in an e↵ective Ising model, when the circuit is (a) noiseless
and (b) noisy. See the text for more details. In both figures the blue color represents spins pointing in the “+”
direction, the yellow color represents spins pointing in the “�” direction, and the black color represents a “free”
boundary condition, where the spins can point in either direction.

This quantity is similar to our of experimental data in Fig. 3. We can also consider the following ratio

�
noisy

⇢=� =
Z

noisy
⇢=�

Z⇢=�
, (S20)

which approaches 1 as the noise rate vanishes, and is similar to Fig. 2. Both Z
noisy

⇢ 6=� and Z
noisy
⇢=� can be obtained

from their noiseless versions by applying a “magnetic field” everywhere in the system favoring the “+” direction and
penalizing the “�” direction. More precisely, its e↵ect can be captured by an additional term to the energy function
of the Ising model,

E[{s}, h] = E[{s}, h = 0] + h

X

j

�sj ,�1 = E[{s}, h = 0] +
h

2

X

j

(1� sj), (S21)

where Z[h] = tr{s}e
��E[{s},h] is the Ising partition function, and h is the strength of the field (proportional to the

strength of the noise). The field breaks the Ising symmetry and destroys the phase transition. For Eq. (S20), we write
the partition function in the numerator as follows,

Z
noisy

⇢=� = e
�V f(h)

, (S22)

where V / L
2 is the circuit volume, and f(h) is the free energy density when the field is applied to the magnet.

Regardless of the phase the Ising magnet is in, a finite magnetization density m(h) will appear, as a response to a
small but finite h. The free energy density can then be approximated as

f(h) = f(h = 0) +
h

2
(1�m(h)). (S23)

Therefore, we have

�
noisy

⇢=� =
Z

noisy
⇢=�

Z⇢=�
/ exp


�const · h

2
(1�m(h)) · L2

�
. (S24)

This is consistent with the functional form in Eq. (S14) and numerical results Fig. S1(b). In particular, we observe
in Fig. S1(b) a increasing rate of the exponential decay for a fixed noise rate and increasing p, corresponding to a
smaller magnetization m(h) as we raise the temperature.

A similar exponential dependence on L
2 is expected for �noisy

⇢ 6=� . The dependences will cancel if we take their ratio.
As we illustrate in Fig. S4(b), their ratio should always be upper bounded by 1,

�
noisy

⇢ 6=�

�
noisy

⇢=�

=
Z

noisy

⇢ 6=�

Z
noisy
⇢=�

=
1

1 + Z+�(h > 0)/Z++(h > 0)
 1, (S25)

as the Ising partition functions remain positive under the erasure channel. To complement the statistical mechanics
approach, below in Sec. S2C we give a rigorous derivation of an upper bound of � (rather than its proxy �) in circuits
with stabilizer operations. We also discuss the the apparent violation of the upper bound by experimental data.
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B. All-to-all circuit

We perform classical numerical simulations for circuits with all-to-all connectivity, taking the same initial states as
our 1D simulations. The results are shown in Fig. S5, S7. We fit both noiseless and noisy data to the scaling form in
Eq. (2).

From the noiseless simulation (Fig. S5) of L  256 we obtain fits pc ⇡ 0.33 and ⌫ ⇡ 2.50. In particular, the critical
exponent ⌫ ⇡ 2.50 agrees with a mean-field analysis as well as numerical simulations from Ref. [S8]. We also observe
that if we only include data from L  40, then both the parameters here (pc, ⌫) ⇡ (0.33, 2.50), and the best fits
obtained from experimental data (pc, ⌫) ⇡ (0.26, 1.90) (see Fig. 4), will result in high quality data collapses (data not
shown). This is consistent with our observation of a large uncertainty in the fitting parameters in our experimental
data from Fig. 4. Indeed, collapsing the experimental data from Fig. 4 with the theoretical value ⌫ = 2.5, we find
reasonable agreement (see Fig. S6), even though ⌫ = 2.5 lies outside the 90% confidence interval, ⌫ = 1.9 ± 0.4, as
obtained from fitting procedures in Sec. S4.

On the other hand, from our noisy data at noise rate q = 0.1%, we obtain pc ⇡ 0.20 and ⌫ ⇡ 0.80, see Fig. S7.
Recall that the same noise model and noise rate produced Fig. S3, which are comparable to experimental results in
1D. This suggests that noise a↵ects the data strongly in all-to-all connectivity, and our experimental data cannot be
fully captured by the simple simulated noise model.

C. E↵ect of Pauli noise

Our stat mech picture above suggests that �noisy

⇢ 6=�  �
noisy
⇢=� (see Eq. (S25)), while our experimental results clearly

violate this relation, compare �⇢=� (Fig. 2) with �⇢ 6=� (Fig. 3(a)). To get a better handle on this, we formalize the
following characterization of linear cross entropy in stabilizer circuits (where the circuit architecture is arbitrary).

Proposition 1. Let ⇢ and � be two stabilizer states, which are in general di↵erent from each other. Consider a
“noiseless” Cli↵ord circuit C, composed of arbitrary Cli↵ord unitaries and arbitrary Pauli measurements; and a noisy
Cli↵ord circuit C

0 obtained from C by injecting a number of stabilizer channels2 at arbitrary spacetime locations.
Define

�(C 0
, ⇢|C,�) =

P
m tr[C 0

m(⇢)] · tr[Cm(�)].P
m(tr[Cm(�)])2

. (S26)

We have the following inequality between the linear cross entropies:

�(C 0
, ⇢|C,�)  �(C 0

,�|C,�). (S27)

Figure S5: (Left) Results from noiseless numerical simulations of Cli↵ord circuits with all-to-all connectivity, for
system sizes L  256. In our simulation, we take ⇢ = 1

2L
1 and � = (|0ih0|)⌦L, identical to our choices in Fig. S2.

(Right) When fitting the data to the scaling form in Eq. (2), we obtain pc ⇡ 0.33 and ⌫ ⇡ 2.50.

2 With stabilizer channels we mean channels that can be represented as stabilizer operations, of the form E(·) = 1
2 (·)+

1
2P (·)P with Pauli

operator P (e.g. biased erasure errors), or their compositions (e.g. erasure errors).
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Figure S6: (Left) Data collapse for the experimentally obtained cross entropy when fitting both ⌫ and pc. (Right)
Data collapse for the experimentally obtained cross entropy when setting ⌫ to its theoretical value of ⌫ = 2.5.

Figure S7: (Left) Results from noisy numerical simulations of Cli↵ord circuits with all-to-all connectivity, for system
sizes L  40. We take the same initial states ⇢ and � as in Fig. S5, and randomly insert an erasure channel at each
spacetime location of the ⇢-circuit with probability 0.1%. (Right) When fitting the data to the scaling form in
Eq. (2), we find pc ⇡ 0.20 and ⌫ ⇡ 0.80.

Proof. We first adopt a purified representation for the Pauli measurements, see Appendix S2 of [S2]. For each
measurement of Pauli operator P in the circuit, we can introduce an additional register qubit, and apply a controlled
Cli↵ord unitary operator acting on the register qubit as well as qubits being measured, followed by a dephasing
channel on the register, to simulate the e↵ect of that measurement. In e↵ect, at the end of the time evolution we have
the following joint stabilizer states on the physical qubits Q and the register qubits R,

⇢
C0

QR =
X

m

C
0
m(⇢)⌦ |mihm|R, (S28)

�
C0

QR =
X

m

C
0
m(�)⌦ |mihm|R, (S29)

�
C
QR =

X

m

Cm(�)⌦ |mihm|R. (S30)
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With this representation, we have

�(C 0
,�|C,�) = tr[�C0

R · �C
R ]

tr[(�C
R)

2]
, (S31)

�(C 0
, ⇢|C,�) = tr[⇢C

0

R · �C
R ]

tr[(�C
R)

2]
, (S32)

where ⇢C
0

R , �C0

R , and �C
R are reduced state of ⇢C

0

QR, �
C0

QR, and �
C
QR on R, respectively.

Denote by S(⇢) the stabilizer group corresponding to a stabilizer state ⇢. By induction, one can show that (Lemma
1, see below)

S(�C0

QR) ✓ S(�C
QR), (S33)

due to that C 0 is obtained from C by additional stabilizer channels. Such channels can only eliminate elements from
the stabilizer group.

By similar reasoning, we also have (Lemma 2, see below)

S(⇢C
0

QR) \ S(�C
QR) ✓ S(�C0

QR) \ S(�C
QR) = S(�C0

QR) (S34)

We can then calculate

�(C 0
, ⇢|C,�) = tr[⇢C

0

R · �C
R ]

tr[(�C
R)

2]


|S(⇢C0

QR) \ S(�C
QR)|

|S(�C
QR)|


|S(�C0

QR) \ S(�C
QR)|

|S(�C
QR)|

= �(C 0
,�|C,�) (S35)

where we use the following result [S2]

tr[⇢R�R] =
1

22|R|

X

g2S⇢R

X

h2S�R

tr[gh] =

(
2�|R||S⇢R \ S�R |, �1 /2 S⇢R · S�R

0, �1 2 S⇢R · S�R

(S36)

for any two stabilizer states on R. ⇤

Lemma 1. S(�C0

QR) ✓ S(�C
QR).

Proof. We can show this by induction on the quantum operations appearing in the circuit C
0 and C, which are

Cli↵ord unitaries and stabilizer channels. For brevity, we adopt the shorthand notation S 0
t and St to denote the

stabilizer groups of the instantaneous states for the two circuits C 0 and C after t quantum operations shared between
C and C

0 are applied.

• At initialization, before any operation is applied, the two states are equal, so that S 0
0
= S0 ✓ S0.

• If the next operation is a unitary shared between C and C
0, we have that

S 0
t ! S 0

t+1
= US 0

tU
†
, St ! St+1 = USt+1U

†
. (S37)

The inclusion is prevserved.

• If the next operation is a stabilizer channel shared between C and C
0 we have

E(·) = 1

2
(·) + 1

2
P (·)P, (S38)

then

S 0
t ! S 0

t+1
= {g 2 S 0 : gP = Pg} ✓ S 0

t, (S39)

St ! St+1 = {g 2 S : gP = Pg} ✓ St. (S40)

The inclusion is also prevserved.

• If the next operation is a stabilizer channel that is only in C
0 but not in C, S remains unchanged, and we have

S 0
t ! {g 2 S 0

t : gP = Pg} ✓ S 0
t ✓ St. (S41)
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By induction, we conclude that S(�C0

QR) ✓ S(�C
QR) after all operations are applied. ⇤

Lemma 2. S(⇢C0

QR) \ S(�C
QR) ✓ S(�C0

QR) \ S(�C
QR).

Proof. The idea is similar to the proof of Lemma 1. Let the corresponding stabilizer groups at time t be denoted
S 0
⇢, S 0

�, and S�, respectively. We want to show that S 0
⇢ \ S� ✓ S 0

� \ S� at all times, by induction. This property
is true at initialization since S 0

� = S� to start with. The preservation of this property under Cli↵ord unitaries and
quantum operations can also be straightforwardly verified. ⇤

The inequality Eq. (S27) applies to each sample from the ensemble of stabilizer circuits we considered in our
numerical simulation above. Eq. (S27) also applies to a slighlty broader class of error channels beyond stabilizers, e.g.
if each additional stabilizer channel in C

0 (but not in C) is replaced by a probabilistic mixture of stabilizer channels,
since linear cross entropy is linear in each channel, see Eq. (S26). These include weak depolarizing or weak dephasing
noise, as is usually assumed in the literature of random circuit sampling [S9–S12].

Furthermore, we argue that the same inequality holds for a compressed circuit, as obtained from the algorithm
in Sec. S1. Recall that the compression algorithm returns a circuit composed of measurements of Pauli operators
only. In particular, a Pauli measurement in the uncompressed circuit either maps to another Pauli measurement
in the compressed circuit, or to a classical coin flip. In the compressed circuit, the sign of a later Pauli operators
might depend on earlier measurement results and/or earlier coin flip results, therefore “adaptive”. To remove such
adaptivity, we showed that one can simply assume that all Pauli operators (to be measured) have the sign +1, and
the adaptivity can be equivalently achieved by postprocessing the measurement results and the results of the classical
coin flips. In particular, the postprocessing takes the form of an F2-linear map on (F2)N , where N is the number
measurements in the uncompressed circuit (which is equal to the number of measurements plus the number of coin
flips in the compressed circuit). Thus the compressed circuit would seem to have more structure than the circuits C
we considered above. To make our results applicable, we note that

• The classical coin flips can be simulated by initializing a corresponding register qubit in the maximally mixed
state. We treat the other Pauli measurements as usual, by introducing an register qubit for each. This way, we
have N register qubits in total.

• The “postprocessing” map can be realized by a Cli↵ord unitary on the N register qubits, which is also diagonal
in the computational basis.

This way, the compressed circuits can also be recasted as a stabilizer circuit with Cli↵ord unitaries and stabilizer
channels. For such a circuit C, and a “noisy” version C

0 obtained from C by inserting stabilizer channels (which can
be seen as a crude approximation of the hardware experiments we carried out), we will also have

�(C 0
, ⇢|C,�)  �(C 0

,�|C,�). (S42)

The di↵erences between the setup in our Proposition and the experiment are (i) the initial state ⇢ in our experiments
is taken to be a nonstabilizer state, and (ii) the noise in our experiments is not simply of the form of a stabilizer
channel (or their probabilistic mixture). The violation of the inequality Eq. (S27) by our experimental results in
Figs. 2,3 may thus be attributed to non-stabilizerness of the initial state, realistic error models (which necessarily
involve coherent and non-unital noise, as well as read-out error), or a combination thereof. While it is easy to construct
contrived example Cli↵ord circuits with adversarial coherent noise that show violations of the bound (e.g. a unitary
that exchanges the two initial state), we have not been able to find natural and physically relevant examples that can
closely approximate the experimental data. It will be an interesting future direction to explore the e↵ects and the
description of non-stabilizer noise channels on MIPT, and conversely, the extent to which many-body phenomena in
random circuits can be informative of noise.

We also state a result similar in spirit to Proposition 1, which applies to other choices of initial states. The key
condition to Proposition 1 is the relation S(⇢C0

QR) \ S(�C
QR) ✓ S(�C0

QR) \ S(�C
QR), which is preserved throughout the

time evolution. It is straightforward to a similar condition in the following scenario.
Proposition 2. Let ⇢1,2 and � be three stabilizer states, which are in general di↵erent from each other. Let ⇢1 be

obtainable from ⇢2 via stabilizer channels (or their probabilistic mixtures). Consider a “noiseless” Cli↵ord circuit C
and a noisy Cli↵ord circuit C 0 specified the same way as in Proposition 1. We have the following inequality between
the linear cross entropies:

�(C 0
, ⇢1|C,�)  �(C 0

, ⇢2|C,�). (S43)
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S3. QUBIT SELECTION

For the 1D-chain experiment with ⇢ 6= �, the qubits were selected heuristically at run time as in Ref. [S13]. The
qubits we selected based on the one and two qubit gate error rates, ✏1q and ✏

2q, respectively, as well as the qubit
readout error ✏ro rates provided by IBM in their hardware callibration data. Denoting by � the set of qubit selections
which contain all L/2 qubits in a connected chain, an average circuit error for circuit C is calculated as

Ex2�[C] =
X

j2x

(✏1qN1q

j [C] + ✏
2q
N

2q

j [C] + ✏
ro
N

ro

j [C]), (S44)

where the subscript j represents the j’th qubit in the qubit set x, and the function N
1q,2q,ro
j computes the number

of single qubit gates, two qubit gates, and measurements, respectively, acting on qubit j in the circuit C. The
qubit chain used in the experiment is then selected as the one which minimizes the average error over all circuits C,
argminx2�EC2CEx[C]. For the all-to-all and ⇢ = � experiments, we used the same qubit layouts that were selected
for the 1D-chain.

S4. FITTING PARAMETERS ⌫ AND pc BY COLLAPSING HARDWARE DATA

Near the critical measurement rate pc, the order parameter � for di↵erent system sizes and under suitable rescaling
is expected to collapse onto a single curve [S14–S16]. Quantitatively, this can be expressed as �(L, p) collapsing to
the same curve for all system sizes L when we suitably rescale both L and p:

�(L, p) = F

h
L
1/⌫(p� pc)

i
. (S45)

The critical measurement rate depends on the microscopic details of the circuits, such as the encoding and bulk ratios,
whereas the the critical exponent is independent of the microscopic circuit details and is the same for all systems in
the same universality class [S14, S15]. If the scaling function F was known, we could obtain the optimal pc and ⌫,
denoted by p

⇤
c and ⌫⇤, by minimizing the residual sum of squares (RSS) over all data points:

p
⇤
c , ⌫

⇤ = argmin
pc,⌫

X

L

X

p

⇣
F

h
L
1/⌫(p� pc)

i
� �exp(L, p)

⌘2
, (S46)

where �exp(L, p) is the cross entropy obtained from the experiment for a system size L and measurement rate p.
When the scaling function is unknown, we still find p

⇤
c and ⌫⇤ by minimizing an RSS, but instead use an interpolating

function for our scaling function for a fixed L, followed by symmetrization over all L in order to prevent preferential
treatment of any portion of the data [S13, S16]. Our approach to fitting pc and ⌫ follows Ref. [S13] with modifications
due to there being only one critical exponent in our case, versus two critical exponents in Ref. [S13]. We denote by
L the set of system sizes used in the experiment and PL the set of measurement rates used for a fixed L. For each
L 2 L and p 2 PL, we first compute the rescaled controlled variable

qL(p) = L
1/⌫(p� pc). (S47)

We then construct an interpolating function for �(L, p) from the rescaled experimental data, which we denote by
fL(q). The interpolating function is used since the q values for di↵erent values of L are di↵erent, and the RSS is
taken over points with identical q values. From numerical simulations, we expect the scaling function to decrease
monotonically for increasing p [S2]. To preserve this monotonicity, we use a piecewise cubic Hermite polynomial
implemented in SciPy to construct the interpolating function [S17]. We denote the set of qL as QL, q

�
L = minQL and

q
+

L = maxQL . Adapting the measure of goodness of fit from References [S16] and [S13], we define the loss function as

R(⌫, pc) =
X

L2L

X

L02L,
L0 6=L

X

q2QL0 ,

q�Lqq+L

(fL(q)� fL0(q))2 . (S48)

In the innermost summation, we constrain q by q
�
L  q  q

+

L in order to avoid extrapolation of fL(q). Our reported
best fit values of pc and ⌫ are then given by

p
⇤
c , ⌫

⇤ = argmin
pc,⌫

R(⌫, pc). (S49)
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Following References [S13, S16],the errors for ⌫ and pc are given by the width of the minimum at level ⌘:

�⌫± = ⌘⌫
⇤

2 log

R(⌫⇤ ± ⌘⌫
⇤
, p

⇤
c)

R(⌫⇤, p⇤c)

��1/2

(S50)

�pc± = ⌘p
⇤
c


2 log

R(⌫⇤, p⇤c ± ⌘p
⇤
c)

R(⌫⇤, p⇤c)

��1/2

. (S51)

Our final values of ⌫ and pc are then reported, setting ⌘ to the 10% level, as

⌫
⇤ ±max(�⌫+, �⌫�) (S52)

p
⇤
c ±max(�pc+, �pc�) (S53)

(S54)

In Figure S8(a) the cost function for the 1D chain is shown in a parameter space near the optimum. The reported
uncertainties corresponding to the 90% confidence interval are the width of the minima when we increase the cost
function by 10%. Figure S8(b) (S8(c)) shows the cost function for the 1D chain when pc (⌫) is held fixed at its
minimum and ⌫ (pc) is varied. Figure S9 shows the corresponding cost function for the all-to-all system.

Figure S8: (a) The cost function as defined in Equation (S48) for the 1D chain with varying ⌫ and pc. (b) The cost
function when pc is held fixed at its optimal value and ⌫ is varied. (c) The cost function when ⌫ is held fixed at its
optimal value and pc is varied.

Figure S9: (a) The cost function as defined in Equation (S48) for the all-to-all system with varying ⌫ and pc. (b)
The cost function when pc is held fixed at its optimal value and ⌫ is varied. (c) The cost function when ⌫ is held
fixed at its optimal value and pc is varied.

The low reported uncertainty in the value of pc is a consequence of the cost function having a sharp minimum in
the pc direction (see Figures S8(b) and S9(b)), and the relatively large uncertainty for ⌫ results from the cost function
having a broad minimum (see Figures S8(c) and S9(c)).
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S5. CALCULATION OF ERROR BARS

In order for the linear cross entropy to be a scalable probe for measurement induced phase transitions, the number
of circuits and and circuit evaluations required for a given (L, p) pair must be polynomial in L, p, and 1/✏, the error
in estimating �(L, p) from multiple samples. As shown in Reference [S2], the number of samples can in fact be taken
to be independent of L and p, and exhibits a linear dependence on N in 1/✏, where N is the number of circuits used.
We can see this dependence explicitly in the calculation of the error bars reported in the main text, shown in the
following.

For a given (L, p) pair, we use N randomly generated circuits and execute each circuit M times on IBM’s quantum
hardware, resulting in M di↵erent measurement outcomes. We calculate the cross entropy for each circuit i as

�i =
1

M

MX

j=1

xij , (S55)

where xij is the j’th measurement bit string for the i’th circuit and is defined as

xij =

(
1, if xij can occur on �i
0, if xij cannot occur on �i

. (S56)

Here, �i is the � circuit corresponding to the i’th ⇢ circuit. We next calculate the standard error of the mean as

✏i =
ŝip
M

, ŝ
2

i =
1

M � 1

MX

j=1

(xij � �i)
2
. (S57)

We then compute the final estimate of the cross entropy as �̄ = (1/N)
PN

i=1
�i. The variance of �̄ is given by

✏
2 =

1

N

NX

i=1

✏
2

i (S58)

and the error bars reported in all figures are given by �̄ ± 1.96✏, representing the 95% confidence interval for the
estimate of �.

S6. ERROR MITIGATION FOR HARDWARE EXPERIMENTS

A. Dynamical decoupling

Dynamical decoupling (DD) is a quantum control technique employed in quantum computing to mitigate errors by
taking advantage of time-dependent pulses [S18–S24]. In its simplest form, DD is implemented by sequences of X
control pulses, whose e↵ect is to protect qubits from decoherence due to low-frequency system-environment coupling.
Here, we applied sequences of two X pulses (as in Ramsey echo experiments) to idle qubits. In Figure S10, we
illustrate the impact of DD on the cross entropy, focusing on the ⇢ = � case. As seen, for L ' 10, DD increases the
cross entropy towards the exact value of � = 1. However, the increase in � is of order 0.01 whereas the di↵erence
between � and 1 is of order 0.1 and, furthermore, it becomes less pronounced for L ' 18.

B. Readout error mitigation

Readout error mitigation (ROEM) is a standard technique to compensate for errors incurred during qubit readout
[S25, S26]. We tested ROEM for small systems of up to L = 14 (7 physical qubits) and observed negligible di↵erences
between the readout error mitigated cross entropies and the unmitigated cross entropies, see Figure S11. Due to the
negligible e↵ects of ROEM, we did not use ROEM for any of the results presented in the main text.
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Figure S10: Cross entropy � for chains of L = 6 to L = 18 qubits, with initial states ⇢ = �, computed without (a)
and with (b) dynamical decoupling, and di↵erence between these two quantities (c).

Figure S11: E↵ects of readout error mitigation on cross entropy for systems with up to 7 physical qubits. (a) The
raw cross entropies without ROEM. (b) The cross entropies with ROEM applied. (c) The di↵erence �raw � �ROEM,
which shows that the di↵erences between the raw and ROEM cross entropies are significantly smaller than the error
bars for the raw cross entropies.
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