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We study in detail the postselection problem in a specific model: bosons hopping on a lattice sub-
jected to continuous local measurements of quadrature observables. We solve the model analytically
and show that the postselection overhead can be reduced by postprocessing the entire measurement
record into one or two numbers for each trajectory and then postselecting based only on these num-
bers. We then provide a step-by-step protocol designed to recover connected two-point functions
of the quantum trajectories, which display an exponentially decaying profile that is not observable
in the unconditional, trajectory averaged, state. With the analytical solution in hand, we analyse
the features of this postprocessing stage with the intention of abstracting away the properties that
make postselection feasible in this model and may help in mitigating postselection in more general
settings. We also test the protocol numerically in a way that utilizes only experimentally accessi-
ble information, showing that various quantum trajectory observables can be recovered with a few
repetitions of the numerical experiment, even after including inevitable coarse-graining procedures
expected under realistic experimental conditions. Furthermore, all the information required to de-
sign the postprocessing stage is independently present both in the unconditional dynamics and also
in the measurement record, thus bypassing the need to solve for the conditional evolution of the
model. We finalize by providing experimental implementations of these models in cavity-QED and
circuit-QED.

I. INTRODUCTION

Measurements in quantum mechanics are like a bar-
gain with the devil: in exchange for a reduced amount
of information, we perturb the measured physical system
in a fundamentally unavoidable, often destructive, way.
Nevertheless, carefully designed measurement strategies
can exploit the little information we gain to then pre-
pare entangled/non-classical quantum states by means of
e.g. quantum non-demolition approaches [1–5] or herald-
ing [6–9], making measurements an important resource
for modern quantum technologies. This is a capability
that has been long recognized in the study of monitored
quantum systems [10–17], and over the years many works
have focused on tractable few-body models for the pur-
poses of estimation and sensing tasks [18–21].

Quantum mechanical measurements can also give rise
to unexpected phenomena in many-body dynamics [22–
25]. In this di↵erent context, the competition between
local projective measurements and random unitary gates
was found to lead to a transition in the entanglement
structure of the system under study, from an area law
phase where measurements dominate, to a volume law
phase where unitary evolution e�ciently scrambles in-
formation. Since this discovery, many e↵orts have been
devoted to elucidate the role played by measurements
in the many-body setting [26–31] and how they fit into
our understanding of quantum phases of matter [32]. In
particular, there has been a lot of emphasis on charac-
terization by means of quantum information probes such
as von-Neumann and Renyi entropies, and mutual infor-

mations, which provide basis-independent diagnostics of
entanglement and correlations.
At the same time, many-body systems undergoing

measurement dynamics su↵er from the so-called “post-
selection problem”. This problem is the consequence of
two facts: (1) the quantum state | i of a system that
has been subject to measurement+unitary dynamics de-
pends (in principle) on the outcomes of all the measure-
ments that were performed during its evolution history;
(2) to be able to extract information from | i by means
of statistics (to obtain, e.g., the variance of an observ-
able) one needs to build an ensemble of identical copies of
| i. Characterizing | i thus requires repeating the same
measurement+unitary dynamics with the same outcomes
for all the measurements. Since the result of a quantum
mechanical measurement is non-deterministic, in most
cases the outcomes will not be the same. In fact, for
extended systems and evolutions with an extensive num-
ber of measurements, the probability of obtaining the
same set of outcomes is exponentially small in system
size and evolution time. Thus, building an ensemble of
copies of | i (i.e. the “postselected ensemble”) becomes
impossible as a matter of principle, except for very small
systems. Because of this, experimental observations of
measurement-induced transitions are challenging [33–35],
even after overlooking the inherent complications of mea-
suring entropies [36–39] for large systems.
To address this singular complication, which can put

into question the identification of measurement-induced
dynamical phases as genuine phases of matter [32], fur-
ther research has focused on discerning circumstances
in which the complexities introduced by postselection
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can be partially mitigated: circuits with space-time du-
ality [40, 41], the use of quantum-classical hybrid ap-
proaches in cases where classical simulation is feasi-
ble [42–44], fully connected models where only a small
subregion of Hilbert space is explored [45], systems in
the semiclassical regime [46, 47], etc. In fact, the ability
to overcome postselection in an e�cient way may be an
important characterization on its own, possibly related
to the ability to use the measurement record to learn in-
formation of the quantum state that is subjected to the
hybrid unitary+measurement dynamics [48–50]. More-
over, applying feedback operations conditioned on the
measurement outcomes has been shown to lead to e↵ects
that can be observed without postselection [32, 51–57],
although the connection to the original evolution with-
out feedback is tenuous because the extra applied op-
erations strongly modify the dynamics of the system in
question [53, 54, 56].

In this paper we study the structure of postselection in
an analytically solvable model that is also experimentally
realizable using modern quantum platforms: bosons hop-
ping on a lattice subjected to local continuous measure-
ments of quadrature observables. Instead of focusing on
entropies, we investigate local observables, for which the
requirements on postselection are loosened drastically.
This is because local observables in a given quantum tra-
jectory are reconstructed by:

1. Distilling the macroscopic number of measurement
results into a few numbers (one or two), called “es-
timators” [58].

2. Binning quantum trajectories together according to
whether the estimators acquire the same value, as
opposed to the entire measurement record.

Importantly, the estimators depend on the choice of ob-
servable. In practice, the post-selection problem is still
present because determining the relation between the es-
timators and the measurement record is generally a hard
task, but in our model we can construct them explicitly.
We show that:

• The estimators display structure consistent with
spatial locality, in the following sense: if we want
to reproduce two-point correlation functions nearby
locations r, r0 and at an observation time T , the
relevant estimators are constructed from the mea-
surement record in the vicinities of r, r0 and close to
the time T . This is a consequence of the emergence
of a correlation length ⇠ and an associated memory
time ⌧ as a result of the competition between mea-
surements and unitary evolution [30, 59]. Unlike
the case of random circuits, ⇠ and ⌧ are not statis-
tical [28, 59], but are properties of each trajectory.
In our lattice model we can tune the parameters to
make the correlation length much larger than the
lattice spacing, leading to an e↵ective continuous
description.

• The procedure to construct the estimators in terms
of the measurement record can be inferred directly
from the measurement record itself, or by an ade-
quate analysis of the unconditional dynamics, i.e.
after averaging over all possible measurement re-
alizations [60]. Although this is true in general,
the problem of reconstructing the estimator is sub-
stantially simplified if there is some prior knowledge
about the functional relation between the measure-
ment record and the estimator.

We also verify these results by performing numerical ex-
periments that mimic actual experimental conditions,
where after a single iteration of an experiment the only
outcomes are the measurement record and a single copy
of the quantum state. This procedure further illustrates
that the conditional evolution needs to be repeated only
a few times (⇠ 104 is su�cient for our model), and that
many di↵erent observables can be recovered using the
same set of quantum trajectories.

Quadratic bosonic models in the context of measure-
ment transitions have been investigated in the past [30,
55, 61], and fall within the scope of Kalman-Bucy fil-
ter theory [58, 62, 63]. Although they are analytically
solvable, some of their phenomenology, such as the emer-
gence of a memory time, extends beyond the setting of
quadratic bosons [64]. This may very well provide some
mitigation of postselection in some situations. We thus
approach our model with the explicit intention of identi-
fying features that may generalize beyond the quadratic
boson realm.

This paper is organized as follows:

Section II: We introduce the lattice model and comm-
ment on its basic features.

Section III: We study the system in a single lattice site.
The solution in this simplified setting will guide the
investigation of the full lattice system. Here we
describe a step-by-step procedure to recover vari-
ances of observables. We also show that this pro-
cedure can be designed based only on information
present in the measurement record and/or the un-
conditional dynamics.

Section IV: We embark on the analysis of the lattice
system introduced in Section II and provide fully
analytical solutions for its stationary steady state.
We show that the postselection procedure intro-
duced in Section III works in this setting too. We
also discuss some features of postselction as the
continuum limit is approached.

Section V: We describe possible experimental imple-
mentations of the models studied in the previous
sections.
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Integrated
record 

FIG. 1. Schematic of the lattice system. Bosons (red circles)
hop around with hopping matrix element �J and onsite en-
ergy J0. Each lattice site is subjected to measurements of
âi + â†

i . The output of the measurements is a sequence of
numbers that can be integrated to give the integrated record
Ii at each lattice site, as depicted in the figure.

II. DEFINITION OF THE MODEL

The system is also subjected to on-site measurements
of the quadrature operators x̂i = (âi + â†

i
)/
p
2. In the

photon context, these correspond to measurements of
the electric or magnetic field. We model the measure-
ments using the stochastic Schrödinger equation formal-
ism [15, 58, 65], which describes the conditional evolu-
tion of a state ⇢̂ undergoing joint coherent and measure-
ment dynamics. This is a stochastic di↵erential equation,
whose Ito form is given by

d⇢̂ = �i
h
Ĥ, ⇢̂

i
dt+ �

X

i

✓
x̂i⇢̂ x̂i �

1

2
{x̂2

i
, ⇢̂}
◆

dt

+
p
�
X

i

⇣
x̂i⇢̂+ ⇢̂x̂i � 2 hx̂ii ⇢̂

⌘
dWi

| {z }
stochastic

.
(1)

To preserve translational invariance, we assume that all
the local measurements have the same strength �. The
first line in Eq. (1) is deterministic, and consists of a co-
herent term / Ĥ and measurement induced terms / �
that have the form of a Lindblad superoperator. The
second line in Eq. (1) is stochastic, as evidenced by the
presence of the Wiener increments dWi, and models the
non-deterministic nature of quantum mechanical mea-
surement outcomes and their back-action on the mea-
sured quantum state. The presence of the deterministic
Lindblad term reflects the intimate relationship that ex-
ists between measurements and dissipation. If we were
to average over di↵erent realizations of the measurement

process, the second line disappears (dWi = 0, where the
bar indicates averaging over measurement realizations),
and we are left with standard open system dynamics for
the unconditional quantum state ⇢̂. In what follows, we
will always refer to measurement-averaged quantities (i.e.
unconditional) using an overline or an underline.
The dynamical evolution of the quantum state given

by Eq. (1) must be supplemented by an equation for the
measurement record

dIi = 2
p
� hx̂ii dt+ dWi, (2)

which consists of a sequence of increments⇥
dIi(0), ... , dIi(t)

⇤
⌘ {dIi} for each time step at

each lattice site i. Importantly, experimentalists only
have access to dIi, not to dWi, so the actual outputs of
an experiment are the record {dIi} and the conditional
quantum state ⇢̂, which a priori depends on all the
dIi. Nevertheless, the Wiener increments dWi are useful
for numerical solution of the coherent+measurement
dynamics since they are known to follow a zero mean
Gaussian distribution with a variance of size dt. It is
worth pointing out that the record {dIi} is something
that is often integrated, so expressions like

R
f(t)dIi(t)

(for some function f) will be common. For instance,

Fig. 1 shows the integrated record Ii(t) =
R
t

0 dIi(s),
which is continuous and hence easier to depict graphically
than dIi(s), which is everywhere discontinuous.
In a given quantum trajectory, the system will develop

correlations that can be characterized by connected two-
point functions like

CX

ij
= hx̂ix̂ji � hx̂ii hx̂ji

CP

ij
= hp̂ip̂ji � hp̂ii hp̂ji ,

(3)

where p̂i = (âi � â†
i
)/
p
2. Crucially, these correlators

are nonlinear in the conditional quantum state ⇢̂ because
of the subtraction of the unconnected components, i.e.
hp̂ii hp̂ji, and are thus not accessible to the unconditional
quantum state ⇢̂. They are “hidden” behind the posts-
election barrier. Measuring them would naively require
us to repeat the experiment many times and hope that
the increments dIi at every single time step and lattice
point return the same value. This is, of course, out of
the question. Our task in this paper will be to find ef-
ficient ways of doing postselection to access observables
like CX,P

ij
without requiring that all the increments dIi

be the same. We will do this by carefully analyzing the
analytical solution of the system dynamics, by which we
mean an explicit expression for ⇢̂ as a function of time
and of the increments dI. We will also complement our
analytical arguments with numerics that closely parallel
real experiments.
We finish this section by pointing out a number of im-

portant features of the model defined by Eq. (1): (i) bo-
son number

P
i
â†
i
âi is not conserved because of the mea-

surements, which can arbitrarily create or destroy parti-
cles, (ii) the generator of time translations is quadratic
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in boson operators, so that gaussian initial states re-
main gaussian for all time, (iii) even generic non-gaussian
states become gaussian at longer times, so that a gaussian
description is always appropriate (this is demonstrated in
Section III E).

III. SINGLE SITE MODEL

In this section we consider a single site version of
Eq. (1)

d⇢̂ = �i
⇥
h0â

†â, ⇢̂
⇤
dt+ �

✓
x̂⇢̂ x̂� 1

2
{x̂2, ⇢̂}

◆
dt

+
p
�
⇣
x̂⇢̂+ ⇢̂x̂� 2 hx̂i ⇢̂

⌘
dW

(4)

where the Hamiltonian only has the on-site energy term
h0â†â. This model, variants and generalizations have
been studied extensively in the literature [16, 58, 60, 66,
67], with a lot of emphasis on estimation, amplification
and feedback. It is particularly relevant in the field of
cavity optomechanics [16, 68], in which x̂ is a proper po-
sition operator. Here we will focus instead on those fea-
tures that will be relevant for the lattice model and post-
selection. Before proceeding, let us also reiterate some
of the points discussed in the previous section: the mea-
surement record consists of a sequence of increments dI
at each time t, calculated according to

dI = 2
p
� hx̂i dt+ dW, (5)

the output of the measurement process consists of the
record {dI} and a single copy of the conditional quantum
state ⇢̂, and the evolution preserves gaussianity.

Measurements alone (h0 = 0) would drive the system
towards an eigenstate of x̂, although this would only be
attained at infinite times. At finite times, we would ob-
serve that fluctuations in x̂ (as measured by e.g. the vari-
ance) steadily decrease, reaching 0 as t ! 1. Because of
the uncertainty principle, fluctuations in p̂, the conjugate
variable, must necessarily increase without bound, reach-
ing1 as t ! 1. We depict this process graphically using
Husimi quasiprobability distributions in phase space, de-
fined by Q(↵) = h↵|⇢̂|↵i /⇡ (|↵i is a coherent state) and
plotted as a function of x↵ =

p
2<(↵) and p↵ =

p
2=(↵).

Fig. 2(a) shows the fate of a displaced one boson state,
whose extent along the x↵/p↵ direction becomes progres-
sively smaller/larger.

The onsite energy alone (� = 0) describes familiar har-
monic oscillator dynamics. Its action in phase space is
easy to interpret: it rotates the distribution Q(↵) with-
out distorting it [see Fig. 2(b)]. When both terms are
present, measurements try to squeeze the distribution
along the x↵ direction, but the onsite energy will rotate
the squeezed direction, preventing relaxation towards a
x̂ eigenstate. If h0 � �, the rotation is so fast that any
attempt to squeeze the distribution should be quickly
washed out. If h0 ⌧ � a fair amount of distortion

0.

0.5

1.0

0.

0.5

1.0

FIG. 2. Husimi probability distributions Q(↵) = h↵|⇢̂|↵i /⇡
for (a) only measurements and (b) only unitary evolution as
a function of time.

should be possible, but the rotation will eventually cap it
out. On top of this, measurement backaction leads to a
stochastic drift of the location of the distribution [66, 67].
To make the following discussion simpler, we will first

focus on gaussian initial states and discuss the more
general case at the end of the section. Because of the
gaussianity assumption, we can characterize the quan-
tum state entirely in terms of its means hx̂i, hp̂i and
covariances

vx = hx̂2i � hx̂i2

vp = hp̂2i � hp̂i2

u =
hx̂, p̂i
2

� hx̂i hp̂i .

(6)

In this single site setting, the covariances play the role of
CX

ij
, CP

ij
from Eq. (3) because they are nonlinear in the

conditional quantum state ⇢̂.

A. Mathematical solution

Simple evolution equations for the means and covari-
ances can be obtained directly from Eq. (4) after using
gaussianity to get rid of higher order correlators. As
is typical for these systems, the equations for the co-
variances are nonlinear, deterministic, and close among
themselves (see Appendix A or Ref. [58]):

v̇x = 2h0u� 4�v2
x

v̇p = �2h0u+ �� 4�u2

u̇ = h0(vp � vx)� 4�uvx,

(7)

while the equations for the means depend on the covari-
ances and are stochastic (depend on dW or dI)

d

✓
hx̂i
hp̂i

◆
=

✓
�4�vx h0

�h0 � 4�u 0

◆✓
hx̂i
hp̂i

◆
dt+ 2

p
�

✓
vx
u

◆
dI,

(8)
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FIG. 3. (a) Variance and (b) mean of x̂ in a single quantum
trajectory as a function of time from t = 0 to t = 10��1

for h0 = �. The initial state was (|0i + |5i)/
p
2. Blue lines

are directly calculated from the time-evolved quantum state
[using Eq. (4)], black lines or dots are the analytical formulas
given in Eq. (9) and Eq. (10), and orange lines represent the
unconditional results of Eq. (11).

where we have used Eq. (5) to eliminate dW in favor of
dI because, as mentioned before, experiments only have
access to dI.

The system of equations given in Eq. (7) has a unique
stable fixed point so that, at long times, we have

v1
x

=

q
h0
8�

✓
h0
4� +

q�
h0
4�

�2
+ 1

4

◆1/2
(9)

independently of the initial conditions of the system.
When measurements are strong, i.e. � � h0, then
v1
x

! 0 because the system is driven towards a nearly
perfect x̂ eigenstate. In the opposite regime, h0 � �,
coherent dynamics continuously mixes the x̂ and p̂ vari-
ances and averages out the e↵ects of measurements, as
discussed before.

At these long times, the system of equations for the
means [Eq. (8)] is time-translationally invariant and can
be solved in terms of exponentials. In particular, the late

time value of x̂ can be estimated via xest, defined by

xest

2
p
�v1

x

=

Z
T

�1
e�2�v1

x (T�s) cos


h0(T � s)

2v1
x

�
dI(s),

(10)
where we are being explicit about the time label on dI(s).
The measurement record dI(t) must be “filtered” via a
filter function that in this case turns out to be oscillatory
with exponential decay. In Fig. 3 we show a comparison
between numerical simulation of Eq. (4) and the analyt-
ical estimates given by Eq. (9) and Eq. (10). After an
initial transient, we verify that the analytical formulas
correctly capture the long time behaviour of means and
variances. Note that the initial state in Fig. 3 was chosen
to be / |0i + |5i, where |ni is the state with n bosons.
This is a markedly non-gaussian state but the late time
dynamics is insensitive to this, as we will show at the end
of the section.
These results can be depicted graphically by using

Husimi distributions. Fig. 4 shows three di↵erent real-
izations of the measurement dynamics that start from
the same vaccuum |0i state: as time progresses, the cen-
troid of the distribution evolves stochastically, but its
shape and orientation (which depend on vx, vp and u)
become fixed in time. In di↵erent quantum trajectories,
the centroid will end up in various di↵erent locations, so
the unconditional quantum state will have a continuously
growing distribution with hx̂i = 0 and variance given by
(see Fig. 4)

hx̂2i �
⇣
hx̂i
⌘2

=
1 + �t

2
� � sin(2h0t)

4h0
, (11)

where the mean is squared only after performing the av-
erage over measurement realizations. Since x̂ and p̂ are
unbounded observables the distribution just keeps grow-
ing in time without properly reaching a steady state, but
⇢̂ does start behaving like an infinite temperature state
for observables that are concentrated near the origin of
phase space.

B. Designing the filter from experimentally
accessible quantities

The previous section illustrated that by adequately
postprocessing the measurement record we can feasibly
estimate properties of the conditional quantum state.
Nevertheless, this required the analytical solution of the
conditional dynamics to obtain the functional form of the
filter given in Eq. (10). In reality this is not strictly nec-
essary, and the functional form of the filter can in fact
be extracted either from the measurement record dI(s)
(hence experimentally) or from the unconditional dynam-
ics [60]. This can be shown by reframing the estimation
of hx̂i as the minimization of a cost functional

C = lim
T!1

1

T

Z
T/2

�T/2

⇥
hx̂(t)i � xest(dI)

⇤2
dt, (12)
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FIG. 4. Husimi quasiprobability distributions [Q(↵) =
h↵|⇢̂|↵i /⇡] for three di↵erent realizations of the measurement
dynamics beginning from |0i. We parameterize ↵ in terms of
its real and imaginary parts ↵ = (x↵ + ip↵)/

p
2 and normal-

ize Q to its maximum value Qmax. The three distributions
are located at di↵erent points in phase space, but their shape
and orientation is identical. The solid lines indicate the time
evolution of the centroid of each blob.

where for clarity we are now explicitly including the time
dependence of hx̂(t)i. The estimator xest(dI) is a generic
functional of the measurement record, and the cost func-
tional involves a mean square average over measurement
realizations and over time. The minimization is done
with respect to all possible functionals xest of dI(s) and
the solution to this problem should provide the exact
form of hx̂i as a functional of the record dI(s). In prac-
tice this is a very complicated problem (see Appendix D
for a general although unusable solution), but we can
always restrict the space of functionals to e.g. time-
translationally invariant linear filters

xlin
est(dI) =

Z
t

�1
f(t� s) dI(s). (13)

In this case, the cost functional becomes

C(f) = lim
T!1

1

T

Z
T/2

�T/2
dt


hx̂(t)i2

� 2

Z
t

�1
f(t� s)hx̂(t)i dI(s)

+

Z
t

�1

Z
t

�1
f(t� s)f(t� s0)dI(s)dI(s0)

�
,

(14)

and should be minimized with respect to the function f .
Note that the first line in the previous equation involves
a nonlinear average but is independent of the minimiza-
tion variables and will thus not contribute to the solu-
tion. Every other term in Eq. (14) is at most linear in

the conditional quantum state and so can in fact be cal-
culated without postselection. Terms like dI(s)dI(s0) [or
in the general case xest(dI)xest(dI)] can in principle be
obtained by repeating the experiment many times and
doing auto-correlations of the measurement record alone,
while terms like hx̂(t)i dI(s) [or hx̂(t)ixest(dI) in the gen-
eral case] involve cross-correlations between the measure-
ment record and direct measurements of x̂ on the final
quantum state, but do not require postselection. Because
of this, these two types of contributions can be obtained
directly from the unconditional dynamics. This is true
for any general functional xest(dI), but we now illustrate
this point for the case of a linear filter.
Minimization of Eq. (14) over f leads to a linear equa-

tion that f must satisfy:
Z 1

0
dt0 f(t0)S(t� t0) = gx(t), t > 0 (15)

where we have defined the record-record correlation func-
tion S according to

S(t� t0)dtdt0 = lim
T!1

1

T

Z
T/2

�T/2
ds dI(s� t)dI(s� t0),

(16)
and the cross-correlator gO (for any operator Ô):

gO(t)dt =

"
lim

T!1

1

T

Z
T/2

�T/2
ds hÔ(s)i dI(s� t)

#
. (17)

To obtain f we must invert the action of S. The Fourier
transform of S (proportional to the power spectrum of
the measurement record [58]) may have zeroes at some
specific (complex) frequency values that will become the
poles of f and so will determine its behaviour at long
times [60]. The structure of gO(t) will then add details
about phase relations and timings. Both gO and S can
be calculated directly from the unconditional dynamics,
and are naively given by [69, 70]

S(t) = �(t) + 4�Re
n
Tr
h
x̂eL|t|(x̂⇢ss)

io

gO(t) = 2
p
�Re

n
Tr
h
ÔeLt(x̂⇢ss)

io (18)

where the x̂ operator appears because it is the ob-
servable that is being continuously measured, L(⇢̂) =
�ih0[â†â, ⇢̂]+�(x̂⇢̂x̂�{x̂2, ⇢̂}/2) is the unconditional evo-
lution superoperator obtained from Eq. (4) by omitting
the stochastic / dW terms, and ⇢̂ss is the unconditional
steady state of the system defined by L(⇢̂ss) = 0.
Eq. (18) are the generic forms of the record-record

correlator R and of the cross-correlator gO, valid also
for other systems once x̂ is replaced by the appropri-
ate measured observable, but the dynamics described
by Eq. (4) is slightly pathological because it does not
posses a proper unconditional steady state ⇢̂ss: the infi-
nite temperature state in a boson system has on average
hâ†âi = 1. Such a state cannot be reached nor ap-
proached in finite time, so we need to be more careful
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about what we mean by the T ! 1 limit in Eq. (16). In
practice, the properties of R lead to a di↵erential equa-
tion for f(s) (see Appendix C)

"✓
d2

dt2
+ h2

0

◆2

+ 4�2h2
0

#
f(t) = 0. (19)

and the structure of gx imposes two conditions on f :
Z 1

0
f(t) cos(h0t) dt =

1

2
p
�Z 1

0
f(t) sin(h0t) dt = 0.

(20)

This is enough to determine f(t). The di↵erential equa-
tion indicates that the filter responds as an exponential
e�t with constants

� = ±
✓
1

⌧
± ih0�⌧

◆
, (21)

where ⌧ = (2�v1
x
)�1 is a memory time, and the solutions

that blow up exponentially can be omitted on physical
grounds. Comparison with Eq. (10) shows that both the
exponential decay constant and the oscillation frequency
are correctly given by e�t = e�t/⌧e±ih0�⌧t. Even without
solving exactly for the filter we have already obtained
valuable information about the conditional dynamics just
by evaluating the response of the unconditional system.
Further demanding Eq. (20) to hold leads to Eq. (10).

Let us summarize and discuss in more depth the points
made in this subsection. To begin with, the problem of
finding the optimal filter [i.e. minimizing Eq. (14)] can
be formulated directly in the unconditional dynamics. As
discussed before, for a generic filter one needs to estimate
xest(dI)xest(dI) and xest(dI) hx̂(t)i, both of which can be
obtained either from the measurement record or from cor-
relations between the measurement record and the final
quantum state of the system.

From an experimental standpoint, one could take ad-
vantage of this situation by running the conditional dy-
namics many times, building an ensemble of measure-
ment records and then testing various possible filters,
both linear and nonlinear. The choice between filters
would then be determined by which one leads to a smaller
C. For the purposes of comparison between di↵erent fil-

ters, the hx̂(t)i2 term in Eq. (12) is irrelevant because it is
independent of the filter. Nevertheless, a global determi-
nation of the e�cacy of the filter on its own (namely, how

close C is to 0) is not possible precisely because hx̂(t)i2 is
unknown and nonlinear in the conditional density matrix.
It is still possible to use xest(dI)xest(dI) as a proxy for

hx̂(t)i2 since they are equal for the optimal filter, but the
resulting modified cost functional is no longer bounded
below and so must be used with care.

For systems where a proper unconditional steady state
⇢̂ss exists, the time integral in Eq. (14) is unnecessary
and the experimental determination of the filter could be

done by probing at a fixed time that is long enough for
the unconditional dynamics to reach ⇢̂ss, thus reducing
the complexity of the procedure. The complexity of such
a task can be reduced by constraining the filter structure
based on physically reasonable principles such as locality
in time (and space in spatially extended systems).
To finalize, we point out that a distinction needs to be

made between the unconditional steady state ⇢̂ss and the
unconditional dynamics that leads to it, characterized by
L. While ⇢̂ss is generally featureless, response functions
[such as Eq. (18)] that probe the dynamical behaviour
of perturbations away from ⇢̂ss do carry important infor-
mation about the conditional dynamics. In the case of
Eq. (18), the information about the continuously mea-
sured observable is encoded in the choice of operators
within the correlation function (x̂).

C. Discussion

One of the important features of this particular uni-
tary+measurement dynamics is the emergence of a mem-
ory time. Indeed, a glance at Eq. (10) indicates that the
mean hx̂i depends only on the past values of the incre-
ments dI(s) within a time ⌧ = (2�v1

x
)�1 of the obser-

vation time T . In general, any event outside of this time
window does not meaningfully a↵ect the quantum state
at time T . Note that the existence of ⌧ requires both
unitary dynamics and measurements: if � ! 0 at fixed
h0, then ⌧ diverges as ⌧ ⇠ ��1, while for h0 ! 0 at fixed
� we find that ⌧ diverges as ⌧ ⇠ (�h0)�1/2. It is worth
pointing out that the time ⌧ also controls the equilibra-
tion of the covariances. Small perturbations about the
steady state solutions of Eq. (7) will decay away with a
time constant given by ⌧/2. Thus, if ⌧ = 1, the steady
state covariances are unreachable in practice.
The existence of ⌧ imposes restrictions on how the

quantum state can depend on the measurement record,
namely locality in time. However, the allowed depen-
dence is even more restricted. Since the quantum state
is entirely determined by means and covariances, the de-
pendence on the record is entirely codified by the “es-
timator” xest and the analogous quantity associated to
hp̂i. Thus, the quantum state really depends only on two
numbers that can be calculated from the measurement
record. As long as these two numbers are the same, in-
dependently of what the individual increments {dI} are,
the quantum state will be the same.

D. Recovering observables

We can test these ideas by recovering specific observ-
ables, which require even less information than the quan-
tum state to be accessed, using only experimentally ac-
cesible quantities. Take vx for example. Obtaining the
average vx only requires hx̂i to be estimated accurately,
so we must build the postselected ensemble by lumping
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FIG. 5. Flowchart of the protocol designed to recover the
conditional variance on single quantum trajectories.

together measurement realizations that share the same
value of xest, within some tolerance. We thus put for-
ward the following protocol designed to measure vx:

1. Run the experiment once to obtain a single copy of
the quantum state ⇢̂ and a single realization of the
record {dI}.

2. Sample a single value xmeas by measuring the ob-
servable x̂ in the quantum state ⇢̂, with associated
probability distribution P (x) = hx|⇢̂|xi (|xi is an
eigenstate of x̂).

3. Construct xest using the specific {dI} obtained in
this iteration of the experiment. The output of the
last two steps is the pair of numbers (xmeas, xest).

4. Repeat the experiment Ntrial times to obtain Ntrial

pairs (xr
meas, x

r
est) for r = 1, ...Ntrial.

5. Bin the data according to the values of xr
est. Since

x̂ is a continuous variable there will necessarily be
some coarse-graining. The bin number and size
should be chosen such that in most bins there are
enough data points to do statistical averages with
low sampling error.

6. Calculate hx̂i and hx̂2i in each bin using the experi-
mentally measured xmeas and doing statistics. This
gives us vbin

x
. Because vbin

x
depends on the measure-

ment record only through hx̂i ⇠ xest, this binning
procedure allows us to access the quantum trajec-
tory value of vx. Referring back to Fig. 4, each bin
corresponds to a postselected distribution in which
the x↵ coordinate of the centroid has roughly the
same value, so the only fluctuations come directly
from the quantum state in the given trajectory. As
long as the bin size is smaller than these quantum
fluctuations we can be confident that we will re-
cover the properties of the quantum trajectory.

7. Finally, we average vbin
x

over all bins to obtain vx.
For this gaussian system vbin

x
is bin independent

and equal to vx, but this need not be the case for
more general models.

We depict a flow chart of this procedure in Fig. 5. We
also test this protocol numerically and show the results in
Fig. 6. We used Ntrial = 104 realizations, beginning from

the quantum state |0i+ |5i and evolving the system from
t = 0 to t = 10��1 at � = h0 using Eq. (4). We sample
xmeas directly from the quantum state at the end of each
run and discard the state, leaving us only with xmeas and
the measurement record dI, from which we calculate xest.
Panel (a) presents a histogram of the xest values using 40
bins of size �x ⇡ 0.5 each, and clearly shows that xest

are distributed as a gaussian of mean 0. Panel (b) shows
the ensemble average vx as a function of the number of
bins. When the number of bins is 1 (no postselection)
we recover the unconditional variance, but we see that
already at about 20 bins the results have converged to
the conditional result. This demonstrates that the bin-
ning procedure does not need to be fine-tuned, and a
reasonable amount of coarse-graining is allowed. Finally,
in panel (c) we repeat the protocol for di↵erent values of
h0/� to show that we can recover the dependence of vx
on h0/� given by Eq. (9), which would naively be hidden
behind the postselection barrier.
In principle, the estimator xest provides the value of hx̂i

so that the variance vx could also be determined directly
from the measurement record. Nevertheless, this strat-
egy might have a di↵erent degree of robustness against
experimental imperfections, which is a question we leave
for future work. Furthermore, the procedure put forward
in this section gives us access to quantum state trajecto-
ries with fixed properties (fixed xest in this case), which
is of relevance if these conditional quantum states are
meant to be used for some task after preparation. This is
the philosophy behind, e.g., the preparation of entangled
states via quantum non-demolition measurements [1–5].

E. Non-gaussian states

As promised, in this section we discuss the behaviour
of non-gaussian states under the dynamics prescribed
by Eq. (4). The analysis is more easily performed on
quantum states rather than density matrices, so we work
with [13]

d | i =

�ih0â

†â� �

2
(x̂� hx̂i)2

�
| i dt

+
p
�
�
x̂� hx̂i

�
| i dW

(22)

instead of Eq. (4), although they are equivalent. The
general solution to this equation (in terms of dI) is given
by (see Appendix B)

| i = eL̂1eQ̂teL̂2 | 0i , (23)

where | 0i is the initial state of the system and

Q̂ = �ih0â
†â� �x̂2

L̂1 =

p
�

2

✓
x̂+

h0⌧ p̂

F

◆Z
t

0
e�F (t�s) dI(s)

L̂2 =

p
�

2

✓
x̂� h0⌧ p̂

F

◆Z
t

0
e�Fs dI(s),

(24)
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FIG. 6. Results of the numerical implementation of the postselection procedure as outlined in section IIID after evolving the
initial state |0i + |5i for t = 10��1 with � = h0 a number Ntrials = 104 of times. (a) Histogram of xest after binning with 20
bins. Each bin is associated to ⇠ 100 realizations of the experiment so statistics can be done with confidence. (b) Conditional
variance after binning the measurement outcomes xmeas according to xest as a function of the number of bins. One bin is the
unconditional evolution. Error bars are smaller than the size of the red dots. (c) Dependence of vx on h0/�. Blue curve is
Eq. (9) and red dots are the numerical results

where F = ⌧�1+i�h0⌧ and ⌧ = (2�v1
x
)�1 is the memory

time. This decomposition has the following properties:

• The first factor, L̂2, is linear in boson operators.
Furthermore, the exponential factor in the inte-
grand indicates that L̂2 only depends on the mea-
surement record in the initial moments of the evo-
lution. Because of this, it does not substantially
modify the initial state at long times.

• The second factor, Q̂, is quadratic in boson oper-
ators and independent of the measurement record.
At long times, it drives most states towards a fixed
quantum state (see Appendix B) that happens to
be gaussian with zero mean and covariances given
by the steady state solutions of Eq. (7).

• The last factor, L̂1, is again linear in boson op-
erators and it modifies the means of the gaussian
fixed point of Q̂. In contrast to L̂2, the integral
kernel has a convolution structure that enforces de-
pendence on the measurement record only within a
window ⌧ of the observation time. This gives rise
to the stochastic shift described by Eq. (10).

Our final remark before ending this section is that
this decomposition implies that the late dynamics of any
quantum state, even if it is initially non-gaussian, de-
pends only on the two estimators introduced before, as
was numerically verified in the gaussian case.

IV. LATTICE MODEL

All the discussion from the previous section will fol-
low through for the lattice system, but now the spatial
structure of the system will be reflected in the postselec-
tion procedure. We rewrite here the model for reference
purposes

d⇢̂ = �i
h
Ĥ, ⇢̂

i
dt+ �

X

i

✓
x̂i⇢̂ x̂i �

1

2
{x̂2

i
, ⇢̂}
◆

dt

+
p
�
X

i

⇣
x̂i⇢̂+ ⇢̂x̂i � 2 hx̂ii ⇢̂

⌘
dWi,

(25)

with Hamiltonian Ĥ = �J
P

hiji â
†
i
âj + J0

P
i
â†
i
âi and

measurement record dIi = 2
p
� hx̂ii dt+dWi. The gaus-

sian equations of motion for second-order correlators take
on a very similar form to Eq. (7)

@tC
X = hUT + Uh� 4�(CX)2

@tC
P = �hU � UTh� 4�UTU + �

@tU = hCP � CXh� 4�CXU,

(26)

where (CX,P )ij = CX,P

ij
are given in Eq. (3),

Uij =
1

2
h{x̂i, p̂j}i � hx̂ii hp̂ji

hij = J0�ij � J
X

µ

�i,j+µ

(27)
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and µ indexes the spatial directions. Because of transla-
tional invariance, the steady state values of CX,P and U
can be obtained analytically by working in momentum
space. More generally, for each momenta q, the evolu-
tion equation Eq. (25) is a copy of the single site model
Eq. (4) with h0 replaced by hq = J0 � J

P
µ
cos(qµ), and

all the momenta decouple from each other.
To achieve equilibration, the hq must be nonzero in

the entire Brillouin zone. This can be enforced by re-
quiring that J0 > J2 (the case J0 ! J+

2 is studied in
Section IVB). As per Section III E this also implies that
any initial non-gaussian state (with non-zero overlap with
the vaccuum) will end up evolving into a gaussian state.
Because of this, we will only consider gaussian states in
what follows.

We use Eq. (26) to simulate the evolution of an initial
state with 0 bosons in a one-dimensional 500 site lattice.
In Fig. 7(a) we show the time evolution of CP

11 (variance
of p̂1) from t = 0 to t = 5��1 for J0 = 3�, J = �
and observe fast equilibration. We also show the results
for the unconditional evolution hp̂21i (our initial state has
hp̂1i = 0 for all time), which keeps growing as in the sin-
gle site case. Fig. 7(b) does the same but for the two-site
observable CP

12 (covariance of p̂1 and p̂2). Again, the con-
ditional evolution quickly equilibrates to a steady state,
whereas the unconditional correlator decays slowly, and
in an oscillatory fashion, towards 0. Fig 7(c) shows the
conditional equilibrium profile of CX,P as a function of
distance between lattice sites obtained after t = 10��1,
when they have already reached their steady state. The
correlators decay exponentially with a correlation length
of the order of the lattice size. Finally, Fig. 7(d) shows
the same correlators but for the unconditional case, ob-
tained at t = 10��1, to demonstrate that their size and
profile are very di↵erent from the conditional versions.

Our postselection procedure will be oriented towards
recovering the equilibrium profile of the conditional cor-
relators CX and CP . To set this up, we need to investi-
gate more closely the equations of motion for the means
since these are the stochastic contributions that need to
be estimated accurately. Again, they are formally very
similar to the equations for the single site case, Eq. (8),
except that now we deal with matrices:

d

✓
X
P

◆
=

✓
�4�CX h

�h� 4�UT 0

◆✓
X
P

◆
dt+ 2

p
�

✓
CX

UT

◆
dI,

(28)
where (X)i = hx̂ii, (P )i = hp̂ii and (dI)i = dIi are
vectors. At late times, when the covariance matrices have
equilibrated, we can represent the solutions as spatio-
temporal convolutions between the measurement record
and filter functions. To be more concrete, we can write

(x̂i)est(t) = 2
p
�
X

j

Z
t

�1
Kx(i� j, t� s)dIj(s)

(p̂i)est(t) = 2
p
�
X

j

Z
t

�1
Kp(i� j, t� s)dIj(s)

(29)
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FIG. 7. (a) Variance of p̂1 (CP
11) as a function of time for an

initial state with 0 bosons on the lattice. We show both the
conditional and unconditional correlators. (b) Covariance of
p̂1 and p̂2 (CP

12) for the same initial state. (c) Equilibrium
profile of the conditional correlators CX,P

r ⌘ CX,P
i,i+r as a func-

tion of separation between the operators. (d) Profile of the
unconditional correlators at a time t = 10��1. CX and CP

behave almost identically so the curves are on top of each
other. Note the di↵erence in vertical scale between (c) and
(d).

where the filters Kx,p(r, T ) are given by

Kx(r, T ) =
1

V

X

q

cos

✓
hqT

2vq

◆
vq ⇥ e�2�vqT eiqr

Kp(r, T ) =
1

V

X

q


2 cos

✓
hqT

2vq

◆
uq � sin

✓
hqT

2vq

◆�

⇥ e�2�vqT eiqr,

(30)

and vq, uq, wq are the multisite version of the steady-
state covariances vx, u, vp, respectively [compare with
Eq. (9)]:

vq =

q
hq

8�
 

hq

4� +

r⇣
hq

4�

⌘2
+ 1

4

!1/2

uq =
1/4

hq

4� +

r⇣
hq

4�

⌘2
+ 1

4

wq =

s
2�

hq

r⇣
hq

4�

⌘2
+ 1

 
hq

4� +

r⇣
hq

4�

⌘2
+ 1

4

!1/2
.

(31)

From these we can get the real space steady-state two-
point correlators:

(CX

jk
, CP

jk
) =

X

q

eiq·(j�k)(vq, wq). (32)
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Recovering the full quantum state requires the correct
estimation of all hx̂ii and hp̂ii. We thus run again into a
postselection barrier where we would need to reproduce
the results of an extensive number of measurements to
build an ensemble of identical quantum states. Note,
however, that we need one number per lattice site, not
per time step, so this extensivity does not extend into
the time variable. Furthermore, local correlators should
only depend on the properties of the quantum state near
the probed region, so the postselection overhead should
still be substantially reduced if we want to recover CX,P .
Before discussing these solutions in more detail, let us in
fact show that we can recover the equilibrium profiles of
the conditional CX,P .

A. Post-selection

We repeat here the procedure put forward in Sec-
tion IIID but we will focus on recovering CP because
it is numerically larger than CX (the measurements re-
duce x̂ variances and consequently enlarge p̂ variances):

1. Run the experiment once to obtain a single copy of
the quantum state ⇢̂ and a single realization of the
record {dIi}.

2. Sample a single value (pi)meas for each lattice site i
by measuring all the observables p̂i in the quantum
state ⇢̂. They all commute, so this is allowed.

3. Construct (pi)est from the specific {dIi} obtained in
this iteration of the experiment. The output of this
single run of the experiment is a pair of numbers
for each lattice site {(pi)meas, (pi)est}.

4. Repeat the experiment Ntrial times to obtain Ntrial

collections of {(pi)rmeas, (pi)
r
est} for r = 1, ...Ntrial.

5. If we want to recover CP
1,2, for example, we then

bin the data according to the values of (p1)rest and
(p2)rest. This results in a two dimensional binning
procedure (except for the onsite variance), which
is slightly more intensive than the procedure for a
single site, but not unmanageable.

6. Calculate hp̂1i, hp̂2i and hp̂1p̂2i in each bin using
the experimentally measured (p1)rmeas and (p2)rmeas
and doing statistics. This gives us (CP

1,2)
bin .

7. Finally, we average (CP
1,2)

bin over all bins to obtain
(CP

1,2)
exp.

8. If we now want to calculate (CP
1,3)

exp we use this
same data set, but now we bin the result according
to (p1)rest and (p3)rest. By doing di↵erent binnings,
we can then obtain all the (CP

ij
)exp from the same

data set.
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FIG. 8. (a) Binning used to recover CP
12 from experimentally

accesible data. This time the binning is two-dimensional. (b)
Comparison between the “experimentally recovered” equilib-
rium profile of CP (r) ⌘ CP

1,1+r (red dots) and the analytical
expectation (green line). Inset is a close up of the correlators
for r � 1, showing the size of the statistical error bars.

We implement this protocol numerically for J0 = 3�,
J = � and run the experiment from t = 0 to t = 10��1

beginning from the vaccuum state (|0i in each lattice
site). To evolve the “quantum state” we use the gaus-
sian evolution equations for means and covariances with
appropriate initial conditions (X = P = 0, U = 0,
CX = CP = 1/2) and use this information to sample
(pi)meas from the underlying probability distribution at
the end of the run. We then discard the means and co-
variances since this is information unavailable in an ac-
tual experiment, and are left with (pi)meas and the mea-
surement record {dIi}, from which we calculate (pi)est
for each run. We repeat this a number Ntrials = 3⇥ 104

of times. We show the results in Fig. 8. Panel (a) depicts
the binning procedure used to calculate C12. Panel (b)
shows the equilibrium profile of CP (r) ⌘ CP

1,1+r
obtained

using the binning procedure and contrasts it against the
analytically calculable profile [Eq. (32)], showing that the
protocol indeed recovers the correlator that was “hidden”
behind postselection.
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FIG. 9. (a) Filter Kp(r, T ) in d = 1 as a function of r and
T for J0 = 3�, J = �. (b) Filter Kp(r, T ) obtained from

Eq. (30) in d = 1 as function of r for fixed
⇣p

�Jd/2
⌘
T ⇤ = 10

and di↵erent correlation lengths ⇠ = 20, 45,1, corresponding,
respectively, to J0 = 2.0025�, 2.0005�, 2�.

B. Filter functions

Let us now study a bit more in detail the filter func-
tion Kp(r, T ) defined in Eq. (30) because its structure
determines how the measurement record must be post-
processed. Fig. 9(a) shows Kp(t, T ) for a 1d lattice sys-
tem at J0 = 3�, J = �, and illustrates that Kp is con-
centrated near r, T = 0, with a decay length of the size of
the lattice spacing and an overall memory time ⌧ , deter-
mined by the smallest h(q). Because of the convolution
structure in Eq. (28), estimation of hp̂ji (t) only requires
knowledge of the measurement records within a few lat-
tice spacings of j and up to a time ⌧ into the past. For
this specific set of parameters, all the relevant features of
the postselection procedure occur at the lattice scale.

By tuning J0 , it is possible to increase the decay length
and memory time, leading to features at much longer spa-
tial/time scales that can be analyzed within a continuum
description. In this regime, the q integral that defines
Kp(r, T ) [Eq. (30)] is dominated by the small q region.
We can thus approximate uq ⇡ 1/2,

hq ⇡ J

2
(q2 + ⇠�2)

vq ⇡
r

J(q2 + ⇠�2)

4�
,

(33)

where q2 =
P

µ
q2
µ

and we have defined a correlation
length

⇠ =

s
J

2(J0 � dJ)
(34)

that is assumed to be ⇠ � 1. Under these conditions, the
filter becomes

Kp(r, T ) ⇡
p
2Re

Z
ddq

(2⇡)d
e�(1+i)T

p
J�d
2

p
q2+⇠�2+iqr� i⇡

4

�
(35)

For fixed ⌧ and large r, this decays exponentially as
e�r/⇠. For fixed r and large T the exponential decay is

e�
p

(J�d/2)T/⇠. When ⇠ is large this defines a correlation

volume in spacetime spanning multiple lattice spacings
and lattice times. Beyond the borders of this volume the
filter is essentially zero, indicating that the measurement
record on those regions is irrelevant. Within that volume,
the filter has a power-law form, as shown in Fig. 9(b) for
increasing ⇠ in d = 1. In the d = 1 case, for example, Kp

takes the form

Kp(r, T ) ⇡
1

2⇡

"
r

�
J�d
2

�
T 2 +

✓
r �

q
J�d
2 T

◆2

� r

�
J�d
2

�
T 2 +

✓
r +

q
J�d
2 T

◆2

#
.

(36)

For fixed T , this expression has maxima centered at
r ⇡ ±T (J�d/2)1/2, reflecting ballistic spreading of infor-
mation, and these maxima have widths �r ⇡ T

p
J�d/2.

We summarize graphically these statements in Fig. 10(a).
For the two-point correlators near lattice sites j and k, we
need to carve correlation volumes around these regions,
but the measurement record in the regions in between
is irrelevant. For completeness, we repeat the numeri-
cal experiment of Section IVA for parameters that are
closer to a continuum description (⇠ = 20) and show the
results in Fig. 10(b). We see that we can still recover the
decaying spatial profile of CP (r).
When J0 < 2dJ2, then h(q) = J0 � J2

P
µ
cos(qµ) will

have zeroes at finite values of q = qzero, and the long time
dynamics will be dominated by long wavelength fluctua-
tions on top of the rapid variations at these qzero values.
The equilibration timescale for these fluctuations will be
longer the longer their wavelength is. As a consequence,
at any fixed time the shorter wavelengths will have gaus-
sian correlations that are initial state independent (as in
Section III E), whereas longer wavelengths will still retain
information about the initial conditions. Entanglement
entropies in this regime are expected to grow faster than
the area of the subregion of interest [30].

C. Application to single samples

Based on the information we have gained about posts-
election in this lattice system, let us close the theoretical
discussion by trying to frame the measurement-induced
behaviours of this section as characteristics of a phase
of matter. We follow the considerations put forward in
Ref. [32]:

1. We begin with a single sample of the system, of size
Ld, and run the joint measurement+unitary dy-
namics only once. We have the following resources
at our disposal: the nature of the measurements
that were done on the system (x̂ in Section IV),
the measurement record (one function of time per
lattice site), and a single copy of the quantum state.
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FIG. 10. (a) Schematic depiction of the correlation volume
(green) with spatial extent ⇠ ⇠ and duration in time equal
to the memory time ⌧ = ⇠

p
2/(�Jd). The maxima of the

filter Kp are localized along the diagonals, indicating ballistic
propagation with velocity

p
�Jd/2. (b) CP (r) recovered from

the postselection procedure of Section IVA for J0 = 2.0025�
and J = �, with correlation length ⇠ = 20. Gray line is the
correlator from Fig. 8(b).

2. We now assume that we can replace averages over
di↵erent measurement realizations by averages over
di↵erent spatial regions. Although we do not
present a formal proof, we justify this assump-
tion by arguing that spatial regions separated by
more than few correlations lengths ⇠ are uncorre-
lated in practical terms. This grants us access to
unconditional correlators, as well as record-record
and system-record correlations (as defined in Sec-
tion III B). Even if ⇠ is unknown, one could repeat
the averaging with another set of spatial regions
that are further separated from each other and ex-
pect convergence as this separation increases. If
⇠ = 1, convergence might still be attainable, but
will require larger separations.

3. Using unconditional, record-record, and system-
record correlators, we can employ the machinery
of Section III B to design appropriate filters.

4. With the use of the filters, we can now extract in-
formation about this single quantum trajectory and
perform nonlinear averages, once again using spa-
tial averaging as a proxy for averages over measure-
ment realizations. Note also that once the filters
are obtained, nonlinear averages such as

hp̂1i hp̂2i (37)

can be replaced by estimators

(p1)est(p2)est, (38)

which require only the measurement record. Al-
though these are equivalent in an ideal scenario,
they might not be equally robust in the presence of
experimental imperfections.

In more complicated systems, steps (1), (2) and (4)
should be unmodified, but the determination of the filters
[step (3)] will be substantially more complex.

V. EXPERIMENTAL IMPLEMENTATIONS

In this section we will describe possible experimental
implementations of the models studied in this paper. As
we will see, measurements of x̂ require some degree of ac-
tive control because they create bosonic excitations. The
single site model is ubiquitous in cavity optomechanics,
but we provide two di↵erent realizations in alternate plat-
forms that possess interesting non-linear generalizations:
cavity-QED and circuit-QED. The circuit-QED proposal
will then be used as a building block for the lattice model.
The first setup is based on cavity-QED implemen-

tations of quantum non-demolition measurements of
atomic inversion [3–5]. For definiteness, we consider an
ensemble of 87Rb atoms inside a high-finesse optical cav-
ity [see Fig. 11(a)]. Each atom can be approximated to
be a two-level system, with two hyperfine states defining
the two-level manifold, |#i and |"i (the choice of hyper-
fine states depends on the specific experimental scheme).
Taken together, the atoms give rise to collective spin op-
erators

Ŝz =
1

2

NX

k=1

(|"ih"|
k
� |#ih#|

k
)

Ŝx =
1

2

NX

k=1

(|"ih#|
k
+ |#ih"|

k
),

(39)

where k indexes the N atoms. The interaction be-
tween the atoms and the cavity [via a third level |ei, see
Fig. 11(a)] renormalizes the resonance frequency of the
cavity by an amount that depends on the atomic state in
the |"i , |#i manifold. Because of this, photons that es-
cape from the cavity carry with them information about
the atomic degrees of freedom that can then be accessed
through measurements.
To realize the single-site model we send a laser tone,

resonant with the bare cavity (i.e. when there are no
atoms), along the cavity axis and probe the reflected light
using homodyne detection. The reflected light will be
phase shifted by an amount that depends on the renor-
malized cavity frequency and hence on the state of the
atoms. Measuring this phase shift implements a contin-
uous measurement of the atomic variable Ŝz. Further-
more, we drive coherently the |"i ! |#i transition us-
ing a microwave drive or two-photon Raman transitions,
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leading to a Hamiltonian term ⌦Ŝx, where ⌦ is a Rabi
frequency. The resulting evolution equation for the sys-
tem, in the rotating frame of the drive, is

d⇢̂ =� i
h
⌦Ŝx, ⇢̂

i
dt+ �0

✓
Ŝz ⇢̂ Ŝz �

1

2
{Ŝ2

z
, ⇢̂}
◆

dt

+
p
�0
⇣
Ŝz ⇢̂+ ⇢̂Ŝz � 2 hŜzi ⇢̂

⌘
dW,

(40)

and the result of the measurements is a homodyne cur-
rent dI = 2

p
�0 hŜzi dt + dW . In this equation, the pa-

rameter �0 is derived and depends on properties of the
cavity, of the laser used to probe the atoms, and the
atom-light interaction strength [71]. If the initial state of
the atoms is chosen to be along the +x axis in the Bloch
sphere, i.e. / (|"i + |#i)⌦N , we can use the Holstein-
Primako↵ approximation to express the spin variables in
terms of an auxiliary boson [72]:

Ŝz ⇡
r

N

4
(â+ â†) =

r
N

2
x̂

Ŝx ⇡ N

2
� â†â.

(41)

This leads to Eq. (4) with h0 = �⌦ and � = �0N/2.
After evolving the system with Eq. (40) for some amount
time, the final measurement of x̂ / Ŝz can be done by
switching o↵ the microwave/Raman drives [setting ⌦ !
0 in Eq. (40)] and performing a QND measurement of
Ŝz. In this way, one could test the relation between the
final, measured value of x̂ and the estimate provided by
the homodyne current before the drive is turned o↵. We
could also repeat the procedure of Section IIID to recover
the variance, although this might be technically more
challenging.

Relevant imperfections include finite detection e�-
ciency, incoherent processes induced by spontaneous
emission from |ei (virtually populated), and finite N ef-
fects. Finite detection e�ciencies can be incorporated
naturally into Eq. (4) and do not qualitatively modify
the results of Section III but do change details, such as
the exact form of the filter Eq. (10) and the absolute
size of the x̂ variance [30]. Incoherent processes modify
the long time behaviour of the system but they happen
slowly and thus set a finite time window within which
the pure drive+measurement dynamics can be observed.
Finally, the large N approximation [Eq. (41)] will even-
tually break down because hx̂i explores regions of phase
space farther away from the origin as time increases (see
Fig. 4). The ensuing spin dynamics, although interesting,
is something that we leave for future work.

The second setup requires the use of two supercon-
ducting microwave resonators, and is based on the pro-
posals for cavity-based axion detectors of Refs. [73, 74].
We consider one mode in each cavity (with annihilation
operators â and r̂), that interact via simultaneous state-
swapping and two-mode squeezing processes, generated
by driving a three-wave mixing device (such as a SNAIL

FIG. 11. Schematics of the proposed implementations. (a)
Cavity-QED system, where the atoms (blue pancakes) inside
a cavity are driven (⌦Ŝx) and measured by probing the reflec-
tion of a laser tone sent towards the cavity. (b) Circuit-QED
implementation, where two cavities (a and r) are coupled via a
three-wave mixing element, while the readount r cavity is cou-
pled to a transmission line, which carries information about
the a cavity.

element [75] or a Josephson Ring Modulator [73, 74]).
The resulting Hamiltonian is

Ĥmodes = !aâ
†â+ !r r̂

†r̂ + g(e�i!�târ̂† + h.c.)| {z }
State swapping

+ g0(ei!⌃tâ†r̂†) + h.c.| {z }
Two-mode squeezing

,
(42)

where !a (!r) are the resonance frequencies of the system
(readout) mode [see Fig. 11(b)]. The coupling strengths
g, g0 and the modulation frequencies !� ⇡ !r�!a, !⌃ ⇡
!a + !r are controlled by the microwave drives that are
sent to the three-wave mixer. Choosing the drives so
that g = g0, !� = !r � !a + h0 and !� = !r + !a � h0,
leads, in an appropriate rotating frame, to the e↵ective
Hamiltonian

Ĥ 0
modes = h0â

†â+ g(â+ â†)(r̂ + r̂†) (43)

To realize the measurements, we couple the readout mode
to a transmission line (with strength ) and do homo-
dyne detection of the outgoing microwaves (in an appro-
priately chosen quadrature, referenced to the microwave
drives). The coupled mode system is then described by
the stochastic equation [15]

d⇢̂ = �i[Ĥ 0
modes, ⇢̂] dt+ 

✓
r̂⇢̂r̂† � {r̂†r̂, ⇢̂}

2

◆
dt

+
p

�
r̂⇢̂+ ⇢̂r̂† � hr̂ + r̂†i ⇢̂

�
dW.

(44)

When  � h0, g, the readout mode can be adiabatically
eliminated, leading to Eq. (4) with � = 8g2/. In other
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words, we are fixing the hierarchy of scales � g � � =
8g2/ ⇠ h0, to achieve the Purcell limit. This type of
configuration is routinely accessed in circuit-QED setups.

For the lattice model, we would couple many of these
two resonator systems together. There would be one
transmission line per site, attached to the local readout
cavity and carrying the local measurement results. The
â cavities can then be capacitively coupled to allow for
the transfer of photons between them. Although cross-
talk between elements may be a relevant complication,
simulation of similar lattice models in circuit-QED, even
including interactions, has already been demonstrated in
the past [76–78].

VI. SUMMARY, CONCLUSIONS AND
OUTLOOK

In this paper we have studied the postselection prob-
lem in a system of bosons subjected to both unitary dy-
namics and continuous measurements. We first analyzed
the case of a single site, which illustrates in a simple set-
ting many important features of postselection, and then
considered the extension to many sites to investigate the
interplay between these features and the spatial structure
of extended systems.

More concretely, we showed that to recover observables
that are nonlinear in the conditional density matrix it
is not necessary to postselect quantum states based on
the entire measurement history. Instead, it su�ces to
do postselection based on a few numbers, i.e. the “es-
timators”, which are calculated directly from the mea-
surement record. We showed this both analytically and
by performing numerical experiments that mimic actual
experimental conditions, where experimenters only have
access to the measurement record and to a single copy of
the conditional quantum state. By studying the structure
of the estimators, we identified the presence of a mem-
ory time, indicating that only the measurement record
close to the observation time is relevant for the recovery
of nonlinear observables. Furthermore, we also demon-
strated that the estimators can be determined based only
on experimentally accessible data and/or on knowledge
of the unconditional dynamics, although in our bosonic
model they can be calculated analytically. In the case
of the lattice model, we also showed that the estimators
are governed by a coherence length, which can be tuned
to be much larger than the lattice spacing, in which case
a continuum description becomes appropriate. At dis-
tances larger than the lattice spacing but shorter than
the coherence length the estimators display power-law
behaviour.

We believe that these results open up many questions.
To begin with, it is not clear whether this methodology
can be extended to more complicated systems, where an-
alytical solutions are no longer available. This could be
analyzed by studying systems with increasing levels of
complexity: gaussian bosons [30]! few spins [64]! di-
lute extended systems [79], etc. The implementations de-
scribed in Section V also suggest experimentally relevant
generalizations, such as the inclusion of Kerr nonlineari-
ties in ciruit-QED (leading to a Bose-Hubbard Hamilto-
nian [77]) or the full nonlinear spin dynamics in cavity-
QED.
We do not expect nonlinear observables in volume law

phases to be captured by any simple estimation proce-
dure, but it may be feasible to do so in area law phases,
where measurements wash out the information, presum-
ably leading to finite correlation times and lengths. The
procedure outlined at the end of section III B may be
implementable in those cases, and an evaluation of its
e�cacy/e�ciency is something that we defer to future
work. It is also known that there are measurement-
induced transitions between area law phases [28, 80, 81],
so it is interesting to ask whether any estimation pre-
scription would work close to the critical point. It is also
not clear what the role of the measurement record would
be if the transition is second order and displays conformal
symmetry, although it is possible to imagine that there
might exist a mathematical description that incorporates
the fluctuating nature of the record on equal footing to
the fluctuations of the degrees of freedom of the system.
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Appendix A: Single site gaussian dynamics

In this Appendix we begin from the stochastic Schrödinger equation

d⇢̂ = �i
⇥
h0â

†â, ⇢̂
⇤
dt+ �
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x̂⇢̂ x̂� 1
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dt+
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⌘
dW (A1)

to obtain Eq. (7) and Eq. (8) under the assumption that the quantum state is gaussian. Using the cyclic property of
the trace, we have that the change of any operator Ô after a time step, i.e. d hÔi ⌘ Tr(Ôd⇢̂), satisfies

d hÔi = �i

⌧h
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In particular, for Ô = x̂ we can derive

d hx̂i = h0 hp̂i dt+ 2
p
�
⇣
hx̂2i � hx̂i2

⌘

| {z }
vx

dW. (A3)

By replacing dW = dI � 2
p
�dt we arrive at the first row of Eq. (8). Similar manipulations lead to the equation for

d hp̂i. To get equations for the covariances, we first compute the equation for d hx̂2i using Eq. (A2) with Ô = x̂2:

d hx̂2i = h0 hx̂p̂+ p̂x̂i dt+ 2
p
�
�
hx̂3i � hx̂i hx̂2i

�
dW. (A4)

We also need the equation for the square of the mean:
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taking care of using the Ito rules dW 2 = dt and dW dt = 0 to arrive at the right equation of motion
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(A6)
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and we are explicitly indicating the term that arises from the Ito rule dW 2 = dt. From this we construct the equation

for dvx = d
⇣
hx̂2i � hx̂i2

⌘
= d hx̂2i � d

⇣
hx̂i2

⌘

dvx = 2h0u dt� 4�v2
x
dt+ 2

p
�
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hx̂3i � 3 hx̂2i hx̂i+ 2 hx̂i3

⌘
dW, (A7)

where we have introduced u = h{x̂, p̂}/2i � hx̂i hp̂i as in the main text. If we define the fluctuation �x̂ = x̂� hx̂i, the
stochastic term in the previous equation becomes 2

p
� h�x̂3i dW , which is 0 for a gaussian state, leading to the first

line of Eq. (7). Similar manipulations lead to the rest of Eq. (7). Notice that the nonlinear term can be traced to
dW 2 = dt and is thus only present when measurements are included. The full set of equations for the covariances are

v̇x = 2h0u� 4�v2
x

v̇p = �2h0u+ �� 4�u2

u̇ = h0(vp � vx)� 4�uvx,

(A8)

and their steady state solutions are given by
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(A9)

Appendix B: Non-gaussian states

Here we integrate the Stochastic Schrodinger Equation for pure states

d | i =

�ih0â
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2
(x̂� hx̂i)2

�
| i dt+
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�
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We rewrite this equation using the Ito rules as
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and replace dW = dI � 2
p
� hx̂i dt
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noting that dW 2 = dI2 = dt. We extract the quadratic operators by defining |�i according to

| i = exp
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which leads to
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and we have defined x̂t = e�Q̂tx̂eQ̂t. Note that the expectation value hx̂i = h |x̂| i = h�|eQ̂†
teQ̂tx̂t|�i 6= h�|x̂t|�i is

time-dependent, but is just a c-number. This last equation can be integrated to give
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R t
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dsT exp
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Z
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(x̂s � hx̂i) dI(s)

�
| i0 , (B6)

where T is the time-ordering operator (note that the dI2 terms are necessary to have a consistent expansion of the
exponential to first order in dt, which includes a second order term in dI because of the Ito rules). Furthermore, since
Q̂ is quadratic in boson operators then x̂t is linear in x̂, p̂ and we can thus express the fully evolved quantum state,
up to a normalization factor (that depends on dI), as

| i / eQ̂t exp

p
�

Z
t

0
x̂s dI(s)

�
| i0 , (B7)

with no T . We can calculate x̂s directly

x̂s =
1

2

✓
x̂+

h0p̂

F

◆
eFs +

1

2

✓
x̂� h0p̂

F

◆
e�Fs, (B8)

where F =
p
�h2

0 + 2i�h0 is chosen to have a positive real part. Again, we can separate the two terms using Glauber’s
formula, which just contributes a c-number, yielding
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The leftmost exponential can be pushed past the middle one noting that eQ̂t (x̂+ h0p̂/F ) e�Q̂t = e�Ft (x̂+ h0p̂/F )
to arrive at
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This is the same as Eq. (23) once we identify

F =
q
�h2
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+ i�h0⌧, (B11)
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This choice of operator ordering is motivated by the requirement that the arguments of the exponentials be bounded
in time. In any other order there would be terms that blow up exponentially in time.

Finally, let us show that the eQ̂t factor projects the system onto a gaussian state of zero mean and steady state
covariances given by Eq. (A9). First of all, consider the right eigenvector | Ri of Q̂ with eigenvalue � and its projection
onto h R|

�ih0 h R|â†â| Ri � � h R|x̂2| Ri = � h R| Ri . (B13)

This equation implies that Re(�)  0, and so at long times eQ̂t will project any state onto the right eigenvectors
whose eigenvalues have a real part as close to zero as possible. In particular, by expanding â†â = (x̂2 + p̂2 � 1)/2, Q̂
can be rewritten as

Q̂ =
ih0

2
� 1

2

�
x̂ p̂

�✓ih0 + 2� 0
0 ih0

◆✓
x̂
p̂

◆
(B14)

We now do a similarity transformation

e�Ŝ

✓
x̂
p̂

◆
eŜ =

✓
e↵x̂
e�↵p̂

◆
, (B15)
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where Ŝ = �i↵(x̂p̂+ p̂x̂)/2 and ↵ is a complex parameter. Choosing e�2↵ = F

ih0
[with F given by Eq. (B11)] leads to

e�ŜQ̂eŜ =
ih0

2
� F

2

�
x̂2 + p̂2

�

=
ih0 � F

2
� F â†â.

(B16)

At long times and for any state | i we have generically that eQ̂t | i ⇠ eŜ |0i (where |0i is the vacuum state) since

eŜ |0i has the smallest decay constant. We can readily obtain the wavefunction of | 1i / eŜ |0i using

eŜ â |0i = 1p
2
(x̂e�↵ + ie↵p̂)eŜ |0i = 0, (B17)

and projecting onto x̂ eigenstates, yielding

hx| 1i / exp

✓
�e�2↵x̂2

2

◆
. (B18)

By direct integration, we have that

h 1|x̂2| 1i = 1

e�2↵ + e�2↵̄
=

1

2�⌧
= v1

x

h 1|p̂2| 1i = e�2↵�2↵̄

e�2↵ + e�2↵̄
= v1

p

h 1|{x̂, p̂}| 1i = i(e�2↵ � e�2↵̄)

e�2↵ + e�2↵̄
=

1

�h0⌧2
= 2u1,

(B19)

as defined in Eq. (A9), which is what we set out to prove.

Appendix C: Record-record correlation function

Here we calculate

R(s� s0)dsds0 = lim
T!1

1

T

Z
T/2

�T/2
dt dI(t� s)dI(t� s0). (C1)

In general [69, 70],

dI(t1)

dt1

dI(t2)

dt2
= �(t1 � t2) + 4�Re

n
Tr
h
x̂eL|t1�t2|(x̂eL(tmin�t0)⇢̂0)

io
, (C2)

where tmin is the smallest between t1 > t0 and t2 > t0, and ⇢̂0 is the state of the system at the time t0. For the
purposes of Eq. (C1) we take t0 = �T/2. In the case of Eq. (4), we can solve for this correlator analytically, yielding

dI(t1)

dt1

dI(t2)

dt2
= �(⌧) + 4�

⇢
�

4h0
sin(h0|⌧ |)�

�|⌧ |
4

cos(h0⌧)

�

+ 4�

(
hx̂2 � p̂2i�T/2

2
cos [h0(t1 + t2 + T )]

)
+ 4�

( 
h{x̂, p̂}i�T/2

2
� �

4h0

!
sin [h0(t1 + t2 + T )]

)

+ 4�

(
hx̂2 + p̂2i�T/2

2
+

�(t1 + t2 + T )

4

)
cos(h0⌧),

(C3)

where ⌧ = t2 � t1. Plugging Eq. (C3) into Eq. (C1), we find that the first line is una↵ected, the second line yields 0,
while the third line needs some more analysis:

R = �(s� s0) + 4�

⇢
�

4h0
sin(h0|s� s0|)� �|s� s0|

4
cos(h0|s� s0|)

�

+ 4�

(
hx̂2 + p̂2i�T/2

2
+

�(T � s� s0)

4

)
cos(h0|s� s0|).

(C4)
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The last line of the previous equation is not time-translationally invariant and diverges as T ! 1 but we can omit
it by recalling that R is meant to be integrated against the filter f in Eq. (15) and hoping that the diverging terms
will cancel against a similar contribution on the right-hand side of Eq. (15). In fact, we have

hx̂(t)i dI(t� s) = 2
p
�Re

n
Tr
h
x̂eLs(x̂eL(t�s�t0)⇢0)

io
dt. (C5)

We have already calculated this correlator. Setting t0 = �T/2 and integrating over t, we get, at large T

1

T

Z
T/2

�T/2
hx̂(t)i dI(t� s) = 2

p
�


�

4h0
sin(h0s)

�
+ 2

p
�

"
hx̂2 + p̂2i�T/2

2
+

�(T � 2s)

4

#
cos(h0s). (C6)

To be able to cancel the / T terms in Eq. (15) we thus need
Z 1

0
f(s0) cos[h0(s� s0)] ds0 =

1

2
p
�
cos(h0s), (C7)

which is equivalent to two conditions on f(s):
Z 1

0
f(s) cos(h0s) ds =

1

2
p
�Z 1

0
f(s) sin(h0s) ds = 0.

(C8)

These conditions can be used to massage Eq. (15) into a more amicable form

f(s) +

Z 1

0
r⇤(s� s0)f(s0) ds0 = 0 (C9)

with r⇤ given by

r⇤(s) = �2✓(�s)


�2

h0
sin(h0s)� �2s cos(h0s)

�
, (C10)

and where ✓(s) is a Heaviside theta function. Di↵erentiating with respect to s various times leads to a di↵erential
equation for f(s):

"✓
d2

ds2
+ h2

0

◆2

+ 4�2h2
0

#
f(s) = 0 (C11)

This equation together with Eq. (C8) fix f(s) uniquely to be the function given in Eq. (19).

Appendix D: General filter

In this Appendix we solve the minimization problem posed by Eq. (12) for a generic system. To frame the problem,
we copy here the associated cost functional:

C =
⇥
hÔ(t)i �Oest(dI)

⇤2
, (D1)

but we omit the time integral since we assume that the system has evolved for a long enough time that the unconditional
observables are time-independent, we are choosing to estimate the generic operator Ô and we also assume that we
are measuring a generic operator M̂ (not necessarily x̂). If we expand the quadratic term we have

C = hÔ(t)i
2
� 2hÔ(t)iOest(dI) +Oest(dI)Oest(dI). (D2)

We now need to minimize over xest(dI). To parameterize this functional, we express it as a functional Fourier
transform:

Oest(dI) =

Z
F (⇣)ei

R
⇣(s)dI(s) D⇣ (D3)
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and then perform minimization over F (⇣). For clarity, we remark that this involves functional-al di↵erentiation: we
are di↵erentiating with respect to the functional F , not with respect to ⇣, which are integration variables. Hence each
F (⇣t0 , ⇣t1 , ...) for each di↵erent value of ⇣ at each di↵erent time is an independent variable. Then

�

�F (⇣)

h
Oest(dI)xest(dI)

i
= 2Oest(dI)ei

R
⇣(s)dI(s)

�

�F (⇣)

h
hÔ(t)iOest(dI)

i
= hÔ(t)i ei

R
⇣(s)dI(s),

(D4)

so that

Oest(dI)ei
R
⇣(s)dI(s) = hÔ(t)i ei

R
⇣(s)dI(s). (D5)

We multiply by e�i
R
⇣(s)dI0(s) and functionally integrate over ⇣(s)

Z
D⇣e�i

R
⇣(s)dI0(s)

⇣
Oest(dI)ei

R
⇣(s)dI(s)

⌘
=

Z
D⇣e�i

R
⇣(s)dI0(s)

⇣
hÔ(t)i ei

R
⇣(s)dI(s)

⌘
. (D6)

Since the integral over ⇣ leads to a delta functional that picks the measurement realization dI(s) = dI 0(s) we can pull
out the Oest(dI) from the overline (average over measurement realizations) if we replace dI by dI 0. Hence

Oest(dI
0) =

Z
D⇣e�i

R
⇣(s)dI0(s)

⇣
ei

R
⇣(s)dI(s)

⌘��1

⇥
Z

D⇣e�i
R
⇣(s)dI0(s)

⇣
hÔ(t)i ei

R
⇣(s)dI(s)

⌘
. (D7)

The averages of e�i
R
⇣(s)dI(s) are related to the characteristic density operator [70] at time t

�̂(⇣) = ⇢̂t ei
R
⇣(s)dI(s), (D8)

in terms of which we can write the estimator as

Oest(dI
0) =

⇢Z
D⇣e�i

R
⇣(s)dI0(s)Tr [�̂(⇣)]

��1

⇥
Z

D⇣e�i
R
⇣(s)dI0(s)Tr

h
Ô�̂(⇣)

i
. (D9)

The characteristic density operator can be written as [70]

�̂(⇣) = exp


�1

2

Z
t

0
⇣(s)2 ds

�
T
⇢
exp

Z
t

0

�
L0 + L

M̂
+ i⇣(s)M

�
ds

��
⇢̂0, (D10)

where T is the time-ordering superoperator, ⇢̂0 is the initial state of the system,

M⇢̂ =
p
�
⇣
M̂ ⇢̂+ ⇢̂M̂†

⌘

L
M̂

= �

✓
M̂ ⇢̂M̂† � 1

2
{M̂†M̂, ⇢̂}

◆ (D11)

and L0 describes any other dynamical process ocurring simultaneously with the continuous measurement. Note that
M̂ is not necessarily hermitian, as may happen in the case of homodyne detection. Although this is a general solution
to the estimation problem, the presence of the functional integrals make it unusable in practice unless some more
information is provided. In Eq. (D9) only the functional Fourier transform of �̂(⇣) appears:

⇢̂(dI) =

Z
D⇣e�i

R
⇣(s)dI(s)Tr [�̂(⇣)] , (D12)

which can be done exactly because ⇣(s) only appears quadratically. Then

⇢̂(dI) = exp

"
�1

2

Z
t

0

✓
dI(s)

ds

◆2

ds

#
T
⇢
exp

Z
t

0

�
L0 ds+ dI(s)M+N

M̂
ds
���

⇢̂0, (D13)

where

N
M̂
⇢̂ = ��

2
(M̂ + M̂†)M̂ ⇢̂� �

2
⇢̂M̂†(M̂ + M̂†). (D14)
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Then the estimator is given by

Ôest(dI) =
Tr[Ô⇢̂(dI)]

Tr[⇢̂(dI)]
, (D15)

and ⇢̂(dI) is thus the conditional density operator. This can be verified by replacing dI(s) =
p
� hM̂ + M̂†i ds+dW (s),

di↵erentiating with respect to time (taking into account the Ito rule), renormalizing the state and checking that we
recover the stochastic Schrödinger equation. In the presence of only Hamiltonian evolution, this can be reframed for
pure states as

| (dI)i / T exp

⇢Z
t

0

✓
�iĤ ds+ dI(s)

p
�M̂ � �

2

⇣
M̂ + M̂†

⌘
M̂ ds

◆�
| 0i . (D16)

Note also that if we integrate either Eq. (D12) or Eq. (D13) with respect to dI(s), corresponding to an average over
measurement realizations, we obtain

⇢̂ =

Z
⇢̂(dI)Dİ = �̂(0) = exp

⇥�
L0 + L

M̂

�
t
⇤
⇢̂0, (D17)

i.e. the unconditional Lindblad evolution. From this perspective, the measurement record (İ = dI/ds) can be inter-
preted as a Hubbard-Stratonovich decoupling field for the M̂ ⇢̂M̂† term in the Lindblad equation. The di↵erent possible
decoupling choices then correspond to the di↵erent possible measurements that give rise to the same unconditional
evolution.


